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THE ROLE OF SHOCKS IN THE COLOMBIAN ECONOMY

INTRODUCTION

Every economy is subject to shocks. In the case of the Colombian economy external
shocks have been the main concern given the fact that economy can be characterised as small
and open exporting commodities with price volatility.! In the study of coffee shocks in Colombia,
two main approximations have been used: on the one hand, the macroeconomic framework of the
Real Business Cycle (RBC), used by Cardenas (1991) and Suescin (1997). These works aim to
see if there are comovements between coffee prices and macroeconomic aggregates such as the
output rate of growth. While the first author interprets the country’s business cycle as consequence
of increases on coffee prices, the second does not find coffee related variables to be procyclical.
Other authors like Kamas (1986) and Wunder (1992) have based their analyses on predictions
made by the Dutch Disease theory (DD). The DD approach is concerned with shocks to the terms
of trade and focuses on resource movements. In short, this approach foresees an appreciation of
the real exchange rate after a positive export boom that causes recession in the tradables sector.’
Both Kamas (1986) and Wunder (1992) find elements of DD in the Colombian economy following
coffee booms. More recently, the discovery of oil has renewed the interest for this kind of analysis.
Works by Perry, Lora and Barrera {1994) and Posada et al. (1994) have used computable general
equilibrium models destined to capture sectoral movements of resources following the increase in
oil production. These models predict Dutch Disease in a small scale, but have also stressed the
sensitivity of their conclusions on assumptions such as the level of investment, behaviour of oil
prices and policy pricrities of the govemment (inflation versus growth targets).? If oil is a long run
phenomenon, and oil prices are unstable and volatile as WB (1994) reports, predictions made by
these works have to be read with a note of caution.

But external shocks are by no means the only or even main source of shocks to the
economy. There have been fluctuations in the economy due to trade and financial liberalisation in
the early 80s. More recently there have been demand shocks related to increases in expenditure.
Additionally, money supply and exchange rates (at least during its fixed period) have been active
instruments of economic policy with their correspondent effect on the rest of the economy, and
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there are many more examples of important sources of shocks other than changes in the terms of
trade.

In Colombia many papers have addressed these issues in a separate manner while others
have intended to find a link between them. In the context of the present work, we are more
interested in the later group. Works by Reinhart and Reinhart (1991), Restrepo (1997),
Carrasquifla, Galindo and Patrén (1994), Gaviria and Uribe {1993), and Urrutia and Suescin
(1994), among others, aim to find the nature of the shocks and their means of propagation using
the structural VAR methodology. The first two authors underline ithe {(temporal) role of monetary
shocks, Reinhart and Reinhart making use of two altemative models, one neokeynesian and the
other of the real business cycle type, while Restrepo’s paper uses the IS-LM approach
implemented by Clarida and Gali (1994) for the US economy. The paper by Carrasquilla et.al.
emphasises the real exchange rate and its fundamentals. The article by Gaviria and Uribe stresses
shocks on real variables such as productivity, and the work by Urrutia and Suescin aims to find out
the role of changes in the terms of trade specifically due to changes in the international coffee
price.

This paper aims to provide conclusions regarding the difference between supply and
demand shocks. For supply shocks we understand those shocks associated 10 productivity increase
and also include oil and gas findings giving they increase the wealth of the nation. As for demand
shocks, they comprehend those caused by changes in government expenditure or changes in the
terms of trade. The central hypothesis is that only supply shocks affect production in the iong run
while demand shocks have only a temporal effect. If the results of this analysis is consistent, i.e. if
responses of the economy to demand shocks are consistently different from those to supply
shocks, it would be possible to draw general conciusions on the way in which the Colombian
economy reacts to specific shocks. The use of fhis hypothesis is based on works for the US
economy by Blanchard and Quah (1989) and Blanchard (1989). Blanchard and Quah (1989) find
that supply shocks have a lung-run positive effect on cutput and a short-run negative effect on
employment, while demand shocks have only short-lived effects that increase both output and
empioyment.

In looking for the above objectives, the first part of this paper (section Il) will study the
properties and behaviour of relevant quarterly series for the Colombian economy such as the
output rate of growth, real and nominal exchange rates, money supply, interest rates, wages and
unemployment ameng others. This section pays considerable attention o unit root tests, seasonal
unit root tests, and structural breaks at seasonal and zero frequencies. This knowledge is cruciai for
the correct specification of structural VAR. Section 1l explains the structural VAR methodology
and introduces the altemnative ways of imposing restrictions that are going to be developed in the
applied part of the work, or section V. in this section there are three different structural VAR: the
first one is based on a model for the Colombian economy developed by Reinhart and Reinhart
(1991) and tested by those authors for annual data. This work uses their framework for quarteriy



data. The madel is based on a work by Clarida and Gali (1994), and the third part includes three
bivariated structural VAR which reinforce some of the most important findings of the previous
modeis reviewed in a summary at the end of the work.

Il RELEVANT FEATURES OF COLOMBIAN MACROECONOMIC SERIES

The choice of appropriate macroeconomic data was defined by the models that are going
to be implemented in the third section. They inciude GDP, money supply (M1), consumers price
index (CPI), nominal and real exchange rates (TC and RER respectively), interest rates (INT),
wages (W) and unemployment (U). The data base is for quarterly data during the period 1970-
1996.

Structural VAR models require that the series included are in their stationary form. Unit root
tests, both, for seasonal and zero frequencies are done in this section. Additionally, we present
results for tests on structural breaks of tne series for seasonal and zero frequencies since their
presence bias the resuits from the unit root tests. We aiso perform a visual inspection of the series,
their correlograms, and other statistical information. Finally, this section selects the series to be
included when more than one source is available and determines the sub-samples that would be
interesting to look at.

2.1 How Big Is the Random Walk for the Colombian GDP?

The first step in our work is to understand the behaviour of the time series. First, because
most econometric models assume stationarity in the data and when this condition is not present the
relations shown by the models could respond only to spurious relationships rather than to fong run
(equilibrium) economic relationships.4 Second, this analysis is specially important for the case of
GDP becatse one of our major questions is how GDP responds to different type of shocks and how
consistent this response is during the period of time we are studying.

2.1.1 Features of the GDP Series

There are several series for real GDP in Colombia because its yearly publication before the
70’s was undertaken by the Central Bank (Banco de la Republica) and since then is produced by
the National Statistics Office (DANE). This break implied a change in methodology and the various
series correspond io different attempts made in order to smooth it. The latest attempt is that by
Lopez, Gomez and Rodriguez (1996). First, they retrapolate the DANE series using the rates of

“. For a extensive discussion on spurious regressions in econometrics see Granger and Newbold (1974) as
well as Phillips (1986).



growth given by the Central Bank. Second, from this new series they check basic macroeconomic
identities in order to guarantee c:c:msistency.5 The main problem with the new series is due to the
failure of the Central Bank series to account for some government enterprises. Other series we will
examine are those by the Central Bank as quoted by Monitoya (1996) and the third one by
Cardenas and Qlivera (1995).

Although Coiombian GDP is yearly, there are various exercises which convert it into
quarterly data. We have worked with two such series from the National Planning Department
(DNP): one beginning in 1975, and the other ('new’), which begins in 1977.

2.1.2 Visual inspection of the Series and their Correlograms

Visual inspection of the series is a generalised practice used even in famous econometric
papers and is a tool in the Box-Jenkins approach used to identify and estimate time series models.
For example; The correlogram for a stationary series should converge to zero geometrically.
Nevertheless, it has important shortcomings due to the difficulty in differentiating for example a
unit root process from a trend stationary one. The main purpose of this section is to give an idea of
the behaviour of the series and perhaps identify structural breaks on it, but it does not intend to
classify the series in to trend stationary (TS) or difference stationary (DS) processes on this basis.
This type conclusions will be reached once unit root tests are performed.

Graph 1 plots the logarithm and the first differences of: 1) the yearly GDP series by Lopez
et.al (1950-93), 2) Cardenas et.al (1950-1994), and 3) Central Bank (1925-1994). It also presents
their respective correlograms.

The first row of graphs (a to c¢), shows the upward trend in all the GDP series while the
second row {d to f) shows the slight discrepancy between their first difference prior to 1970.

In general terms, one can say that these graphs do not show a change in mean or
variance in the series. Thus the series might be stationary in first difference. The correlograms of
the series in levels, {g to i), show strong autocorrelation with a slow decrease as the lag length
increases. This suggests that the series is non-stationary in levels. &

Graph 2 presents the same information for the two quarterdly GDP series. It clearly shows
the difference among both series: While the ‘old’ series show seasonal pattem peaking in the fourth
quarter untit 1985 and since then peaking in the second quarter as well. In the ‘new’ series
seasonality is consistently represented by a slump in production during the second quarter. The
seasonal break of the old’ series is not present in the ‘new’ one, where only the degree of the
siump is reduced between 1986 and 1992 without implying changes in the mean or variance of the

S Other attempts use the information given by the coefficient of regressions on the GDP components from
both series, using the information for the years that both series overlap This exercise was made by Agudelo
(1991), the main drawback is that it does not guarantee the accomplishment of macroeconomic identities.

% This is confirmed by a pronounced peak at low frequency in their spectrums (not shown here).



series in first differences. The correlograms for quarterly GDP series show strong autocorrelation
suggesting, as the yearly series do, non-stationarity of the series. The correlogram for their first
difference shows strong seasonal correlation even after three years.

2.1.3 Results from Unit Root Tests at Zero Frequency on Real GDP Series

Appendix 1 presents the methodology followed in order to test for unit root at the frequency
zero, The tests are on the logarithm of real GDP. Every test performed on yearly GDP series
during the period 1950-94 show non-stationarity, i.e. GDP~ Iy (1), indicating that the series has to
be differentiated one time to induce stationarity, i.e. AGDP~ |y (0). Results are robust for the
different sources and for the sub-samples 1950-1983 and 1960-1993. They are also consistent for
the ADF and the PP summarised in Table 1. Table 2 shows the Akaike Information Criterion (AIC)
with which the lag length of the augmented part was chosen.

In model (i), besides the acceptance of unit root (Ho: y=0 with the test t,), all the yearly
GDP series show that the trend is not significatively different from zero according to the 7, statistic
and supported by the ¢s test (Ho:y=p=0). On the other hand, the ¢, test (Ho.y=p=a=0) is rejected at
least for two of the yearly GDP series indicating that for these series (Cardenas and Central Bank)
GDP is lg(1) with drift.

Model (ii) is then estimated for the remaining yearly series {Lépez et al.). The unit root
hypothesis is accepted (t,) and the drift (o) is statistically equal to zero according to both, the ‘t’
test (14,) and the ¢4 test (Ho:y=a=0), Thus, Lépez’s GDP series is Ip(1). Tests on the first difference
AGDP confirm that all GDP~Iy(1).

For the quarterly series we got a ‘t' value for the unit root hypothesis that very nearly
rejects this hypothesis, although it does suggest the series is still I5(1). Notwithstanding, PP rejects
the null hypothesis.



TABLE1: ADF AND P&P TESTS FOR UNIT ROOT AT FREQUENCY ZERO

Source Unit Augmented ' i i3 Fteat’ Ftest Fiesi F5Rwne a1 P&P
Root {No. lags) Howy={ How=0 HJob=0 y=5=0 vy=f=a=0  v=¢=0 e {3 irun
Test on fr.or T {teormad o i {42} i SE R, 4t S jags}*
Lopez Y4 ) -1.68 171 161 1.79 4.04 SSRwr: 0.008812  -0.99
1950.93 T=41 (-3.52) (3.14) 28) %73 (13 SSR, 0.009686  {-2.93)
()] -0.96 1.22 4.56 SSRwm, 0.009451 -1.22
(-2.93) (2.56) (4.86) S5R,120.011782  (-293)
AY: @ 356 342 6.3 SSRun, 0.008830  -4.98
T=40 (-2.94) (2.56) {4.86) SSR,1. 0.119410 (-2.93)
Cardenas Y. 4))] -1.18 1.2 1.06 1.67 1337 S5Rer. 0.015726 -1.26
1950-94 T=43 (:3.52) (3.14) (281) (679 (5.13) SSRgs 0017112 (-3.31)
AY (6h] -3.65 3.50 17.57 SSRwr, 0.016319 -6.53
T=42 (-2.93} (2.56) (4.86} SRR 0.031024 (-2.93)
Ctr-Bank Y1 (2) 272 275 275 3.38 1207 S5Rux, 0.033402 -217
192594 T=67 (-3.48) (3.14) {2.81) (6.73) (5.13) SSRya 0.037588 (-3.48)
AY: 3 607 5.82 1934 SSRwr, 0.032270  -7.23
T=65 (-2.91) (2.56) (4.86) SRRa 0.052085 (-2.90)
Subsample Y vy -1.22 1.26 117 0.90 13.40 SSRwr: 0.018067
Cir-Bank  T=46 (-3.52) (3.14) (2.81) {6.73) (3.13) 55R,s 0.018859
1950-94 AY, &y 057 410 919 SSRws, 0.018715 698
T=46 (-2.93) (2.56) {4.86) 55R,1 0.027108 (-2.93)
DNP Ye (8) 3469 348 3.59 699 645 SSRwe 0.010739  -5.66
quarterly T=70 (-3.474) (3.14) (2.81) (6.73) (513} S5R¢s 0.013307 (-3.47)
data S5Ryz 0.014288
1977:1- AY, 8 257 222 345 SSRwe 0.013065  -19.90
19963 T=6% (-2.90) (2.56) (6.73) SSR,1 0.014595 (-2.90}

( } In parentheses critical values at 5% significance levels from MacKinnon (1991) for 1. and 7, and from D&F (1981) for ta.,
Taw oo $1, $2, and ¢s.

* Phillips&Perron sugpest a truncation lag equal to the number of serial correlation to incdude. The Newey West’s suggestion
for these exercises, based on the number of observations, was 3. Notwithstanding we run the test with different truncation
lags (not reported)and conclusions reached with the standard regression never changed.

F=[(SSR-SSRwr)/ 1}/ (SSRwr/ T-K); SSR= sum of square residuals; S5R wre= SSR withoul restrictions, SSR¢ = SSR with the
restrictions imposed by the ¢ test, r=number of restrictions, K=number of estimated parameters.

TABLE 2: AKAIKE INFORMATION CRITERION

YEARLY GDP AIC with Lag 1 z 3
Lengih
Lopez et al. Model (i) on Y: 819 820 817
Model (i) on Y 8.20 818 -8.19
Model (ii) on AY: 820 B22 -818
Cardenas et al. Model (i} on Y: -7.73  -7-70  -763
Model (i) on Y. 775  -769  -7.63
Madel (ii) on AY, 771 765 -7.66
Central Bank Model (i) on Y, 743 745 745
192594 Model {ii) on Y -7.38* 737 -7.38**
Model {ii) on AY: -739 740 745
Central Bank Model (1) on Y. -7.64 -762 -7.58
1950-94 Model (ii) on Y: 765  -7.62 -7.57
Model (ii) on AY, 765 761 764
QUARTERLY GDP___ AIC with Lag Length 4 8 12
DNP Model (i) on Y. -7.88 845 833
1977:1-1996:3 Model {ii) on Y: 807 830 818

Model (i) on AY: -8.27 828 818

* Residuals from these models do not resemble white noise, thus the AIC is not imposed
** The AIC is contradicted by the Schwarz criterion (not presented): thus two lags are applied.



2.1.4 Testing for Seasonal Roots

Testing for seasonal roots could be helpful for a better understanding and modeling of
short-run relationships on macroeconomic variables. Although the quarterly GDP series is
estimated from the annual series, other data such as interest rates, money supply, exchange rate,
employment and other series are observed every quarter. Unit root tests such as the ADF test,
tests for unit root at zero frequency, i.e., Ho: Y, ~ I{1,0).” But in practice, it could be testing Ho: Y,
~I(0,1) ...because a unit root at lag four aiso implies a non-seasonal unit root' (Osborn, Chui,
Smith, Birchenhall, 1988, p.365). Thus, series with quarterly or monthly observations with strong
seasconal patterns could lead us to conclude there is a unit root at zero frequency when in fact,
there could be additional unit roots on the unit circle,

The tests used here are the Hylleberg-Engle-Granger-Yoo (1990) (HEGY), the Hasza-
Fuller (HF) and.the Osbom, Chui, Smith, Birchenhall {OCSB). The first test allows testing for the
existence of unit roots at each seasonal frequency independently. The HF and OCSB altow us to
test unit roots for zero and seasonal frequencies simultaneously (see Appendix 1 for the
methodology).

2.1.5 Empirical Results from Seasonal Unit Root Tests on Real GDP Series

All the tests are on the logarithm of quarterly real GDP The series is given by the DNP for
the period 1978:1 to 1996:3. Resulis from the HEGY test are reviewed in Table 4. There we
present results for all the Auxiliary Regressions (ART). Those of type 1, (ART1) do not include
deterministic elements, the ART2 include just the drift, the ART3 inciude the drift and seasonal
dummies, the ART4 include both drift and trend, and finally, the ARTS include drift, trend and
seasonal dummies. The number of iagged terms depends on the errors to be whitened. Thus,
residuals were tested with several diagnostic tests such as the Autocorrelogram (Q), the Breush-
Godfrey (LM) test, the White test, and the Jarque-Bera tesi. In all but one case (the ART4), four
lags were enough for this purpose. We aiso took into account the Akaike Information Criterion
» (AIC) which confirmed the need of 4 lags in all but the ART4 where 8 iags were chosen.

Results from Table 3 are fairly robust: every Auxiliary Regression but ART1 accepts unit
root at the zero frequency (' on =,) and all of them accept unit root for half yeary frequency (' on
m7). For the annual frequency (F test on mamg) the null is accepted when no seasonal dummy
variables are included (ART1,.ART2 and ART4). Nevertheless, in those auxiliary regressions that

’ The standard terminology designates a series Y: to be integrated of order (d, D}, (Yi~I{(d,D)) when one-
period diferencing d, and seasonally diferencing D times induces stationarity. Alternatively, a unit root at
zero frequency could be written as p(1}, and a unit root at the biannual frequency as lu(1).

® Oliveros (1995) finds that the HEGY test for series 1{1,1) tends to recognise the presence of the seasonal
component (1-L%), instead of (1-L)(1-L%).



seasonal dummy variables are-inciuded, (ART3 and ARTS) at least one of them (the second
quarter, Q2) is significatively different from zero and the hypothesis of unit root at the annual
frequency is rejected.

ARTS is selected as the appropriate test, given the deterministic terms {(constant, trend and
seasonal dummy variables) are significatively different from zero. Thus, quarterly GDP has unit
root at zero frequency as well as at the biannual frequency. Similar results are obtained by Otero
{1995), although he uses the old GDP series by DNP which presents a structurai break in the
fourth guarter of 1985, On the other hand, results for Misas and Suescun (1993) accept unit root on
GDP at the zero, biannual and annual frequencies for a series constructed by the Central Bank and
for a shorter period: 1980:1- 1992:4.

in the same direction, Table 4 presents resulis from the OCSB test accepting the
hypothesis of unit root at seasonal and zero frequencies given by the t values of B, and B..
Nonetheless, there are contradictory results from the HF which rejects the nuli QGDP~i(1,1) given
by the F test. These type of contradictions are not uncommon in econometric exercises and
introduce a line of suspicion io the conclusion but the reader shouid be able to evaluate that there
is stronger evidence of unit root at seasonal and zero frequencies for Colombian GDP.

TABLE 3: HEGY TEST ON GDP SEASONAL UNIT ROOTS

T=71  Augmen 'V t T 4 B DRIFT  TREND SEASONA  S5Rws
(dlags) ted part: Hozmi=0 Hoo=0 Hom=0 Hon=0 mnre=0 tona ton P L 55Rx
T=67 MNoLlags Hoo=0 Hop=0 DUMMIES Akaike
{8lags)
ARTS (4) -2.33 -2.67 -2.53 -2.77 912 2.35 2.50 Q1-212 0.008857
(-3.71) (3.08) (-1.93) (-191) (6.55) (3.14%) (2.8l1e,) Q2-3.18 0.011462
Q3 0.22 -8.58
ART4 (8) -2.69 -1.11 017 041 0.11 -2.70 276 0.010591
(:3.56) (-1.91) (-1.92) (-1.90) {2.93) (3.14740)  (2.817p0) 0.010630
-8.33
ART3 (4) 1.49 -2.60 -2.14 -2.76 7.83 -1.26 Q1 -1.98 0.009843
(-3.08) (-3.04) (361} (-198) (6.6) {2.567Tqy) Q2-2.79 0.012289
Q3 047 -8.50
ART2 (4) 1.03 -1.75 0.20 -1.06 0.63 091 0.014025
-296) (-1.95) (-1.90) (1.72) (3.04) {2.56Tay) 0.014291
-8.28
ART1 (4) 2.96 -1.74 0.20 -1.0 0.60 0.0142
(-1.93) (195 (-1.93) (-1.70) (3.26) 0.014453
-8.29

( )In parenthesis critical values at 5% Significance Levels from HEGY (1990); Critical Values for the
deterministic elements here called gy, Tar ¥ Tay (are from D&F(1981))

* Residuals show serial correlation with Breush-Godfrey (LM} Test.

F=[(SSRr-SSRwr)/ ]/ (35Rwr/ T-K); SSR= sum of square residuals; SSR wr= SSR without restrictions, S5Rr =
SSR with restrictions test, r=number of restrictions, K=number of estimated parameters.



TABLE 4 HF AND OCSB TESTS ON GDF SEASONAL UNIT ROOTS

Variable Seas.Dummi Tags t'forfr tfordr  S5Rws 58K« Hr E tesiz
es Jinf2=0

DQGDP  No 1 1.18 -2.14 0.016162 0.019046 6.25

T=73 (-1.95) (-2.60) (3.26)

DQGDP  Yes 2 -0.25 1.45 0.013743 0.018240 9.16

T=64 (D1 to D4) (-1.95) (-2.60) (3.26)

{ )In parenthesis critical values at 5% Significance Level from Osborne et al. (1988}
F=[(SSRr-SSRwr)/ 1]/ (SSRwr/ T-K}; SSR= sum of square residuals; S5R wr= S5R without restrictions, SSRr =
SSR with restrictions test, r=number of restrictions, K=number of estimated parameters.

2.2 Seasonal and Unit Root Tests for Other Macroeconomic Time Series

This section reviews the resuits from statistical analysis on other macroeconomic data that
wiil be considered in our final models which include: money supply (M1), interest rates (INT),
nominal exchange rate (ER or TC), real exchange rate (RER), consumer's price index (CPI)
average wages (AW) and rate of unemployment (U). For some of these variables there is more
than one source and therefore we present the resuits for every series we have. The first part of this
section visually examines the features of each series. The second part considers the results of the
HEGY test for seasonal unit roots, and finally, the third part, corroborates these resuits with the
methodology proposed by Perron (1988, 1993) and Smith and Otero (1996) for series with
structural breaks (in mean orfand variance).

2.2.1 Visual Inspection of the Series and their Correlograms

Graph 3 plots the logarithms, first differences and respective correlograms for two series of
quarterly data for M1: the first, from the Intemational Financial Statistics (IFS) and the other, Mi1r,
from the Central Bank (Banco de la Repliiblica).9 These series are very similar: they show an
upward trend for the logarithms with marked seasonal pattern specially after 1880:3. The first
difference of the series, shown in Graph 3c and 3d, also reflect the 1980:3 break by the increase in
the magnitude of the oscillations. This change is an indication of a structural break that will be
taken into account latter on in this section and has been reported before by Montenegro et. al.
(1987). The comrelograms for the logarithms show high positive correlation siowly decreasing and
for the first differences strong periodic correlation persisting over several years. The above

features suggest that the series may have unit root and a seasonal component.

® M1r is a series revised and differs from the ‘old’ M1 because takes away the money from financia!
institutions that are not part of the banking system and the their deposits in the central bank.

1N



There are also two series with quarterly data for interest rates, each one corresponds to
different sources on the prime given to fix-period deposits before 1980:2."° The first series ()
shows the average prime given to 90-day deposits ‘Certificados de Depésito a Témmino’ (CDT-90
days), while the second {INT) takes the end of term yield by 120-day papers negotiable in the stock
market known as ‘Certificado de Ahorro Tributario® (CAT). ** For the period 1980:2 - 1996:3 both
series show the interest yielded by 90-day interest rate (CDT), taking the average rate for the first
series (1) and the end of term for the second series (INT).™ Graph 4 shows the dramatic differences
between | and INT for the pre-1980:2 data as well as the break for both series at this point in time.
The first series (i) reflects the fixed interest rates prevailing before 1980:2 to CDT 90-day whiie the
second shows the higher volatility of the CAT-120 days. Graphs 4c and 4d for the first differences
confirm this finding. Correlograms for the logarithms for | and INT (Graphs 4e and 4f) show a siow
decreasing correlation, while the autocorrelation for their first difference is very small and does not
indicate any seasonal paftiem.

The quarterly nominal exchange rate (ER or TC) series was taken from the Central Bank. It
represents pesos per dollar at end of the quarter. Gra;;h 5a shows the upward trend and Graph 5d
shows the break in 1981:4 reflected in the change of the variance in the ER first differences. This
break corresponds to the change from a crawling peg system to a flexible exchange rate system
introduced in November 1991. The logarithm (LER) shows strong but decreasing autocorrelation,
and the first differences (DLER) has positive correlation (Graph 5g).

Logarithms of real exchange rate (LERE) shows a change in mean by 1985 reflecting the
real devaluation of around 50% (Graph 5b), the correiogram for the first difference presents no
change in variance (Graph 5&). Correlograms for the logarithms show positive autocorrelation
decreasing smoothly and smali correlation for the first differences (Graph 5h). Thus, from the
visual analysis the series seems to have all the characteristics of an I{1) series. The third group of
graphs correspond to the terms of trade, calculated as the ratio from the prices of exports and
imports, both from the iIFS-IMF. The series in levels show the peaks of the two international coffee
price hikes in the iate 70's and in 1988, as well as the fall of this price after the end of the
International Coffee Agreement in 1989 (Graph 5c¢). In first differences there seems to be no
significative change in mean or variance and the correiograms are compatible with the hypothesis
that the series is non-stationary in levels but in first differences (Graphs 5f and 5i).

As for the Consumers Price Index {CPI) it presents an ascending path for the piot in
logarithms (Graph 6a), and a significant positive correlation for the series in levels as well as a

' Only from 1980:2 there is official data for 80 days CDT COT are certificates offered by banks and

financial corporations. They were fixed during the 70's and in consequence did not reflect market information
! CAT certificates were given to exporters and represented a proportion of the export value. Exporters could
negotiate the certificate in the stock market.

"2 In international studies of the interest rate it is frequent to find the series in levels without taking its natural

logarithm Notwithstanding, in the present study we take the natural logarithm, base on Banerjee et.al.
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quite strong seasonal correlation for the series in first differences (Graph 8g). The rate of
unemployment for the 4 major cities, (UN), has a seasonal pattemn reflected in the correlogram for
the series in first differences (Graphs 6b, 6e and 6h).”* Finally, the average nominal wage shows
no change in mean or variance. The correlogram in levels presents an initial strong positive
correlation that decreases sooner than in most of the series here analysed, though not as quick as
in an 1(0) series, thus, it seems the series also foliows an i(1) (Graphs &c¢, 6f and 6i).

2.2.3 Empirical Results from Seasonal Unit Root Tests

From the visual analysis of the series M1, UN and CPI have a seasonal pattern.
Consequently, we decided to use the HEGY procedure to test for seasonal roots in all the series
and contrast its findings with the ADF and Phillips and Perron test for unit root. Results for the
seascnal unit roots are showed in Table 5. For all the series analysed we could only reject the
presence of unit root at zero frequency for interest rates when residuals are not normal, and for
wages when correcting residuals for non-normatlity™. As for seasonal frequencies, only M1'® and
interest rate, (INT), show seasonal unit root at the biannual frequency, while none of the series
seem to have unit root at the anpual frequency.16 Deterministic seasonal components are
imporiant for most of the series, the exceptions are INT and ER. The same exercise was made
with a sub-sample for the sub-period (1977:1-19986:3) and the above results seem to be quite
robust."”

One methodological innovation in the above regressions is the introduction of a dummy
(do) for outliers identified in some of the estimations which lead the residuals to be non-normal,
these outliers are given at the bottom of Table 5 Having ignored these non-normality of the
residuals could have led us to conciude, for example, that interest rates were a stationary series
when they are not.

As mentioned, Augmented Dickey Fuller (ADF) and Phillips and Perron (PP) tests were
also applied to the series. Table & shows results for the whole sample as well as tests performed in

(1993) finding: if the series are cointegrated in levels they will be cointegrated in their logarithms, but not vice
versa.

'3 As in the case of INT, the rate of unemployment (UN), could have been introduced in levels,
notwithstanding, the anailysis is made on its natural logarithms. which do not affect results of cointegration
tests.

' The introduction of dummies for outliers make residuals conform to a normal distribution, nonetheless,
critical vaiues estimated by HEGY do not take into account the possible effect of these variables on the
distribution. Since HEGY ’s critical values are not intended for cases with dummies other than the seasonal
ones, they are just presented-to have an imperfect indication of the parameter’s significance.

S Both M1 series give consistent results, for this reason we will not differentiate in this analysis among them
'® Misas and Suesctin (1893) also find that M1 has a unit roots at zero and seasonal frequency (at the
annual frequency). The discrepancy on the seasonal frequency could be attributed to two factors: the longer
period studied in the present study 1970:1-1896:3 Vs 1980:1- 1992.4; and the fact that we chose M1 revised
which is a different series than the M1 these authors used.

"7 These results are not shown and will be given on request to the author.
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sub-samples for those series where there seem to be structural breaks. The first feature of these
tests is the impossibility for many series to whiten the residvals by adding additional iags. Those
series are: M1, INT, ER, CPl and WAGES. This problem affects critical values which are base
upon correct model specification, thus, we proceeded to identify the cause of the non-whiteness
which in almost every case was the non-normality of residuals. Once the outliers were identified
the respective dummy variable was added to the model. This procedure whitened the residuais for
CPI and WAGES, and the sub-samples of INT and ER. Notwithstanding, residuals for the whole
sample of M1, INT and ER could not he whitened with this procedure. Table 6 shows that most of
the series have a unit root at the zero frequency. The exceptions are: INT for the whole sampie and
sub-sample 1980:3-96:3 and RER in the sub-sample 1985:2-1996:3. Results by Phillips and
Perron test confirm these findings except for CP| series where the dummy for outliers was
introduced to estimate the ADF (and couid not be included to perform the PF).

There are two important cases for which there are differences in the test’s results for some
of the series sub-samples: INT has unit root in the sub-sample 1970:1-1980:2, (the CAT period),
while seems an stationary series for the whole sample and the sub-sample 1980:2- 96:3; and RER
has unit root for the whole sample and sub-sample 1970:1-85:1 but is stationary after 1985;2.
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TABLE 5: HEGY TEST ON SEASONAL UNIT ROCOTSi#
EXERCISE WITH SAMPLE 1970-96, AND CRITICAL VALUES FOR 1=100

v v v i ' DRIFT TREND SFEASON  5SRwz
T=7% NoLags Homi= Homes Homes Hing=0 ma~me=i tone “tonp AL 55K

4 G i Hoz=l) Hoip=0 DUMMIE Alkaike
M1-TFS ARTS -1.57 -1.30 -4.08 -1.91 10.99 170+ 1.62 Q1 359 0.110488
T=97 ®) (-3.53) (-294) (348 (1.94) (6.60) (3.1414;) (2.Bl1p) Q2 438  0.140094

Q3 315 647
Mir-BdR  ARTS> -272 -1.52 277 273 718 287 270 Q1 361  0.080428

T=102 (1) (-3.53) (-294) (348 (1.94) (6.60) (3.147.) (28lte) Q2 342  0.092985
Q3 217 695
INT RTE~ ART 2 358  -222  -216 -1.64 3.9 3.65 0.958624
CAT-CDT (8) (-288) (-1.95) (-1.90) (-1.68) (3.08) (2561, 1.047223
S 432
INTRTE* ART 2 209 160 323 239 807 2.14 0.716666
CAT-CDT (11) (-288) (195 (-190) (168) (3.08) (2561 0.868924
T=92 4.49
NOMER* ART1 106  -3.79 351  -160 682 0.020500
T=93 (10) (197 (1.92) (1.90) (168 (312) 0.024038
810
REALER ART 3 122 490 608 631 631 131 Q1 -246  0.080012
T=104 ) (3.08) (3.04) (361) (198) (660) (256t Q2 “1.81 0192215
Q3113 702
CPI ARTS5 331 817 495 642 4467 390 3.36 Jt 405 0.015103
T=104 ©) (-3.53) (294) (348) (-194) (660) (314w (28lt) Q2 3.83  0.029457
Q3 132 -8.64
UNEMP _ ART3 200 361 666 -230 2464 161 Q1 486 0450113
T=78 ) (-3.08) (304) (361) (198 (660) (2567 Q2 193 0771533
Q3 1.03 49
WAGES* ART5 250 342 413 225 871 2.5 2.45 Ql 419  0.088444
=71 3) (3.53)  (-294) (348) (194 (660)  (3.1414) (28lty) Q2 251 0113284

WAGES* ART5 426 452 405 293 1272 410 4.20 Q1 508 0.041403
T=71 (4) (353) (294) (348 (1.99) (660) (3.141,) (28lte) Q2 201  0.059563

** Residuals are non-normal but the regression is presented to show the changes in the results once errors are
whithened.

* Residuals are made normal by adding an outlier dummy: for interest rates (CAT_CDT) in 1992:2, for
nominal exchange rate in 1994:1; for CPI in 1977:2; and for Wages two dummies were introduced, one for
1979:1 and 1986:2, and the other for 1993:2. Critical values for n"s do not take into account these dummies
and thus they should only be used as indication of the significance but not as a method of contrast, since we
do not know the way these variables affect their distribution.

{ )In parenthesis we present critical values at 5% Significance Levels from HEGY {1990);_Critical Values for
the deterministic elements here called tgy, Tor ¥ toy are from D&F(1981)

'® Based on similar results found for M1, from now on the analysis will be based just on M1 revised form the
Central Bank. The interest rate series based on yields to CDT (1) will not be analysed given the serious break
presented in 1880:1 and the fact that it was heavily controlled before that date.
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TABLE 6: ADF AND P&P TESTS FOR COLOMBIAN MACROECONOMIC SERIES

e

Variable Summple or Unit  Augmente ¥ 3 i Fiest Ftest F test P&P
Sub-sample Root d Howy=0) Howe=0 Hof= y=f= y=B=¢=0 y=¢=0 (3. trun

Test {No.lags) {1017y (TeOTle O tH {2} {$1) lags)

e } {Tp:) {3}

M1R/1 1970:1-96:3 T=98 (7)/2 -0.50 2.56 -2914 011
] (-3.45) (3.11) (4.71) (-2.89)

1970:1-80:4 T=33 (@) -2.86 2.90 291 -2.81

{(-3.53) (3.20) {2.85) (-3.52)

1981:1-963 T=65 (6) 023 1.03 0.04

(-2.91) (3.14) {-2.91)

INT 1970:1-96:3 T=95 (11)/3 -3.58 3.65 7.16 -3.17
{-2.89) (2.54) (4.71) (-2.89)

1970:1-80:2 T=40 (0) -2.43 253 -217

(-2.93) (2.56) (-2.93)

1980:3-96:3 T=65 (0)/4 344 3.44 2.56/5

{-2.90) (2.56) (-2.91)

NOMINAL 1970:1-96:3 T=99 (7)/2 -0.47 1.45 1.38 0.86
ER (-2.89) (2.54) (4.71) {(-2.89)
1970:1-91:4 T=86. (1)/4 0.43 0.89 2.01/6 -0.49

(-3.46) (3.11) (2.79) (-3.46)

1992:1-96:3 T=19 (1) -2.37 231 2.36 -3.57
(-3.67) (3.20) (2.85) {(-3.67)/7

REAL ER 1970:1-96:3 T=102 (4) -1.76 1.76 1.57 -1.19
(-2.89) (2.54) 471y  (2.89)

1970:1-851 T= {0) -1.14 1.11 -1.18

(-2.91) (2.56) (-2.91)

1985:2-96:3 T=46 (0) 4.69 4.72 4.37

(-2.93) (2.97) (-2.93)

CPI1 1970:196:3 T=103 (4)/¢ 32008 3,99 3.23 560 10.69 -3.96/5
{(-3.45) (3.11) (2.79)  (6.49) (4.88) {-3.45)

UNEMPL 1976:1-96:3 T=74 (8) -2.46 2.48 1.83 250
(-2.90) (2.56) (4.86) (-2.90)

WAGES 1976:1-963 T=76 (4)/4 0.86 272 10.56 0.29
(-2.90) (2.56) {4.86) (-2.90)

() In parentheses we present critical values at 5% from MacKinnon (1991) for 7. and 1, and from D&F (1981)
fOT Taz, Tap Tper $1, $2, and ¢a.

/1 Montenegro et.al. (1987) suggests a seasonal break in 1980:4; Otero (1996) assumes the time break in
1980:1.

/2 Residuals show high autocorrelogram for lags 5th, 13th and 14th.

/3 Residuals do not follow a normal distribution even after introducing dummies for outliers. These results
are subject to this problem.

/4 In order to have normality in the residuals, a dummy (do) was introduced in 1992:2 for INT, in 1974:4,
1983:1 and 1985:2 for ER; in 1977:2, for CPI; and in 1988:2 for WAGES.

/SADF differs from PP due perhaps to the fact that the ADF was calculated using the dummy (do) for
outliers.

/6 The trend term was left because if left, y becomes positive.

/7 The PP's null Ho. cannot be rejected at 10% critical value (-3.28), which is consistent with the ADF’s result.
/8 The ADF’s null Ho. is rejected at 1% critical value (-3.15), which is consistent with the rejection using PP.
F=[{SSRy-SSRwr}/r]/ (SSRwr/T-K); SSR  sum of square residuals; SSR wr= SSR without restrictions, SSE¢: =
SSR with the restrictions imposed by the ¢ test, r=number of restrictions, K=number of estimated
parameters.
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2.2.3 Structural Breaks in M1r, interest.Rates and Real Exchange Rate.

Findings form HEGY tests and ADF tests lead us to believe that many macroeconomic
series have a unit root. These findings are similar to those found by Nelson and Plosser (1982) for
macroeconomic series of the United States of America. Their results were nevertheless challenged
by Perron (1989) who finds. that usual tests are not able to reject the unit root hypothesis if the
deterministic path of the series has a single break.

In the visual analysis there was evidence of breaks in the series, some due to changes in
the methodology of recollection or to the change of source which is the case of INT; some due to
changes in seasonal behaviour, which is the case of M1, and others because there was an
important event such as the real devaluation of 1985 which seems to have changed the features
of the RER series. Some of these structural breaks changed the statistical features of the series as
was pointed out in fast section: INT and RER become stationary series after their time breaks. It is
important, therefore, to implement the methodology proposed by Perron (1989 and 1993) in order
to test if the series really do have a unit root with. possibly non-zero drift, or if they are trend-
stationary processes with a one time break in the intercept and/or the slope. Additionally, there is
one test for quarterly data with breaks in their level and/or seasonal behaviour presented by Smith
and Otero (1996). These authors have developed the reievant procedure for a break consistent of
change of level (intercept), and/or seasonal behaviour. (See Appendix 2 for a review of the
methadology)

Tests using Perron were performed in the series with breaks but residuals never became
i.id., not even after correcting for outlier observations that made residuals no normal in their
distribution.

Notwithstanding, we use the test for quarterly data with breaks in their level and/or
seasonal behaviour by Smith and Otero (1996). The results in Table 7 show: 1) that M1 has a unit
root at the zero frequency and the biannual frequency, {the same result from the originat HEGY);
2) In the same way, RER only has unit root at zero frequency. 3) On the other hand, resuits for INT
differ from original HEGY, after correcting for the structural break due to different papers in the
market, INT has only unit root at zero frequency and no unit root at the biannual frequency.

2.2.4 Summary of Statistical Features of the Series

This section summarises the resuits of all the tests implemented until now (see Table 8).
First we note that ail the series have unit root at zero frequency. These resuits seem robust for
most tests and sub-samples except for the case of wages, Only two series have seasonal unit
roots. This result is also consistent with other works on the same series. As for structural breaks,
INT is the series more sensitive to this issue. This weakness reflects the fact that INT is a
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compilation of two different series: the first part gives the yields for CAT and the second part the

yield for CDT, being CAT and CDT two different papers in the market. Other series which seems to

have a structural break is the RER, which seems stationary after the break in 1985:2.

TABLE 7: SMITH AND OTERO TEST FOR STRUCTURAL BREAKS IN SERIES WITH SEASONAL
COMPONENTS. EXERCISE WITH SAMPLE 1970-96.

Variable Type of Model v iy v t ‘B
Time Break (TB) Hom= Hon: Homm: Home nanme=d
NoLags () ] =0 ={ =
Mir CHANGE IN 327 332 222 508 1513
T=100 PATTERN & LEVEL (4.06) (-3.47} (-4.17) (-2.05) (1.42)
A=0.4 TB=80:3 :
()
RER CHANGEIN LEVEL -248 988 -923 939 116.86
T=103 TB=85:3; (-3.64) (-201) (-1.95) (-1.66) (0.06)
A=0.6 ‘DO=1 FOR 85:4
(0)
INT RTE CAT-CDT* CHANGEIN LEVEL -292 415 -3.01 -074 450
T=96 TB=1980:1 (-3.65) (-201) {(-1.98) {-1.67) (0.06)
2=0.4 (7)

* Residuals are made normal by adding an outlier dummy: for RER in 1985:4.
{ )In parenthesis critical valués at 5% Significance Levels from Smith and Otero (1996).

A=TB/T.

TABLE 8: TIME SERIES PROPERTIES

Series Properties Comments

GDP-Yearly In1) Robust to 6 series and simmilar to other papers.

GDP-Quarterly Te(1) and seasonal unit root Robust to HEGY and OCSB tests. Simmilar results to other series
analysed by Suesciin and Misas (1993) and Otero (1995).

MI1R-Quarterly Io(1) and seasonal unit root Robust to 2 series, to sub-samples and to tests on structural

‘ breaks.

INT-Quarterly To{1) Structural break in the series make tests results vary when
changing the sample.

NOM-ER-Quarterly To(1) Robust to ali the tests and different sub-samples.

RERQuarterly In(1} Robust to all the tests but for the subsample 85:2-96:3 the series is
stationary.

CPI-Quarterly Io(1) PP rejects the null Ho of unit root.

UNEMPL-Quarterly  Io(1) Robust to all the tests,

WAGES-Quartely In(1}) Non-robust results. Correcting for outliers changes conclusions.
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Il METHODOLOGY FOR STRUCTURAL VAR

3.1 Introduction

This section reviews what a structural VAR aims, its relevance for economic analysis and
some of the ways it can be estimated.

Structural VARSs aim to predict the relative importance of economic disturbances (say real
and nominal or supply and demand) in economic variables and their dynamic effects. The seminal
works are those by Blanchard (1989), Bianchard and Quah (hereafter B&Q, 1889) and Clarida and
Gali (hereafter C&G, 1994). Their models have a common objective with the present work, they
aim to explain the sources of macroeconomic fluctuations as well as to assess the main dynamics
steaming from different shocks. This methodology provides links between the usual reduced mode/
estimated with the standard VAR methodology with its sfructural form. One important advantage of
this methodology is the possibility to have long-run relationships among variables, as well as
account for coniemporaneous effects among variables and innovations, Structural VARS explain
the contemporaneous correiation among residuals of a standard or reduced VAR. In standard VAR
the residual associated to each variable represents either & shock in the variable or the
contemporaneous effect of other shock in this variable while for structural VAR residuals, often
called structural shocks, represent autonomous changes of the variables.

The standard VAR methodology estimates a reduced form of the following type:

x = F(L) x(-1) + Ft + u. (1)

where F(L) are polynomials in the fag operator L such that the individual coefficients of Fy(L) are
denoted by (¢;(k)). For example, the second coefficient of Fas(L) is (¢21(2)). The residuals are
assumed to be serially uncorrelated but contemporaneously correlated. in a two variable model
with just one lag and a constant, the system is:

Yi=d10+d11 Y+ diaeg+Uy (1a)
Zi=bg+ o1 Ve HdZe 1 Fu (1b)

where uy and uy ~ N[0,Q.7]
The ‘structural VAR methodology’ finds a link between this representation and the

structural representation

Ax = B(L) x(-1} + Bt +Ce (2)
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where e is the white noise vector of structural innovations (or pure or structural shocks) with zero
correlation across innovations i.e., the covariance mairix of innovations is diagonal V(e) = D; C
capltures different effects of innovations on other right hand side variables if it differs from the
identity matrix;”® t is the vector of deterministic variables; x is the vector of macroeconomic
variables in their stationary form and A captures coniemporaneous interactions between
endogenous variables. A, B and C are full rank matrices.?® In two variable and one lag model the
structural system is:

Yi=aZitb1gt D11 Y tbiaestey (2a)
Zi= o1 Yt tba (Y1 tbpdi s teq (2b)

where ey; and ex ~ N[O,Qez}

An imporiant difference between reduced (1) and structural (2) formns are the
contemporaneous effects among endogenous variables captured by A in the structural form. it is
also interesting to recall that the reduced VAR residuals (u;) are composites of structurai shocks.
{(er). This is easier seen if we rewrite (2) as:

x=ABL) x(-1) +A'Bz+ A'le (29

Where A'B(L)=F(L), A'Bz=F and A 'e=u. In this way the link between u; and e, becomes explicit
as: u; = A'e;. In the simplest two variable model:

Ut=(8yt-0t12€20)/ (1-0012021) (3)

Ust=(ex-cto1€yt)/(1-0L120i21) (4

The structural VAR cannot be estimated directly due to the corretation between the
regressors and the residuals: for example, Z; is correlated with e,. The issue is then to use the
reduced VAR to recover the information on the structural VAR. In the simplest exampie (iwo
variables, one lag and a constant), the standard VAR estimates: the two intercepts. (n x 1, where n
is the number of variables included), the four coefficients (n x n), and the three elements ((n2+n)/2)
of the symmetric var-cov matrix (Z,). While, the correspondent structural VAR needs to estimate
the same six coefficients plus the two feedback coefficients, and the diagonal var-cov matrix of

® The only study of the above quoted that assumes Cx=l is that by Blanchard {1989).
*® Matrices A and C are generally normalised so their diagonal eltements are equal to unity.
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innovations with its three variances. 2' From this example, it is clear that in order to go from the
reduced form to the structural form one needs a set of just identifying restrictions on A. In principle
(nz-n)lz restrictions will suffice but given non-linearities in the system more restrictions could be
needed.

The advantage of orthogonalised innovations {e; over non-orthogonalised ones (uy) is their
uncorrelatedness, both across time and across equations, i.e., independence of the various shocks.
Besides, their impulse response and variance decomposition take into account the co-movement
existent among the system’s variables.

The aim of orthogonalisation is to find a non-singular matrix for which:

AZA=Y.

By definition:

Zo=(1/TZuw’y and 2e=(1MZee’
given e=Au,

Ze~ (1ML (Aud(U'A)
= AT A

where, E(e;,e})=D, and D=diagenal matrix
3.2 Ways to Impose Restrictions
3.2.1 Choleski Decomposition

The Choleski factorisation imposes A to be lower triangular with positive elements in the
diagonal. For the Choleski factorisation there is only one matrix A for which AZA’=|, which satisfy
that the new innovations e=Au; have a var-cov matrix such that E(e;e)=l (i.e. it has to be

diagonal). There is a different factorisation for every order of variables and the outcome varies the
most when the innovations u, are correlated. Thus, the most sensitive issue when dealing with

' The key assumption that covi{ex ex)=0 is consequence of the independence of the shocks. Stockman
{1984), severely criticises this assumption on C&G’s paper expressed by uncorrelated demand and supply
innovations. According to this author, in a general equilibrium model ‘increases in demand raise investment,
which raises future capital stock and supply... similarly, an increase in technology raises not only supply but
also affects demand by raising wealth and the marginal product of future capital’. {Stockman, 1994, p.62).
The fact is that ey is intended to be the orthogonalised portion of the demand shock, or the part of demand
that does not change in response to aggregate supply.
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Choieski decomposition is the ordering of variables: using semi-structural interpretation where from
theory it is possible to assume that movements in one variable precede those of others.
This methodology has been widely criticised. its main shortcoming according to Blanchard.
(1989) and Stockman (1994) is the fact that these restrictions do not necessarily have economic
sense since it implies that the first equation has only one endogenous variable, the second
equation two endogenous variables and so on, for example:
... only supply shocks are expected to influence relative output levels in the long run, while
both supply and demand shocks are expected to influence the real exchange rate in the
long run. Shocks on money are expected fo have no long-run impact on either relative

output levels or the real exchange rate.” C&G (1994, p.29).

3.2.2 Structural Decomposition

This method follows the seminal works by Sims (1986) and Bemanke (1986). Their aim is
to incorporate more economical rationality to the set of restrictions imposed on A. They assume a
maodel for the non-orthogonal innovations, u;, such that: Au=e;, where E(e, e})= D, where D is a
diagonal matrix. Using a likelihood based function, the objective is to minimise

-2log|A[+ T log{AZ.A).

3.2.3 Restrictions a la Blanchard and Quah

The purpose here is to offer a structural interpretation to shocks (e;). In B&Q (1989) for
example, they intend to decompose GNP into its permanent and temporal components. Using a
bivariate moving average model (BMA), they assume that one of the shocks (supply) has
permanent effect on the variable to be decomposed (GNP), whiie the other (demand), has only
temporary effects on the same variable, i.e. the accumulated effect of demand shocks on GNP is
zero in the long run. For the second variable, in their case unemployment rate, they assume that
both type of shocks have only temporary effects.

Transforming the variables into their stationary form, the moving average representation
takes the following form:

X = C(L) & &)

where the variance-covariance matrix for structural shocks (e} is normalised and off-diagonal
elements assumed 10 be zero (Z.=l). The coefficients Cy(L) represent the impulse response of a
variable j to the i shock. B&Q do not identify the variables with the structural shocks which they
assume exogenous supply and demand shocks. The complete identification of the structural
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shocks is achieved by the key assumption to differentiate the shocks so that one (aggregate

demand) has a temporary effect while the other, (aggregate supply) has a permanent effect on the

variabie to decompose, in their case GNP. The restriction imposed is expressed by C44(L)=0.
Given the variables are stationary, there exists a reduced-form VAR representation:

X = F(L) x(-1) + u; ©)

where each observable u; is a composite of non-observable structural shocks ey, precisely of the

form:

Us = Cr1(0)e + Ci2(0)ex and @)
Uzt = C(0)er + Cn(0)exn o))
in matrix form,

u = C(0) e (9

Thus, in order to identify the structural shocks (e) we need to impose four restrictions in
order to identify the four coefficients from C(0). These restrictions are:”
Var(u)= ¢1(0)° ¥ crf(0)
Var(u;)= ¢;1(0)° + c2(0)°
Cov(u1, Up)= 11(0) C21(0) * C12(0) C22(0)
0= C11{O)[1-Zh2(K)] + C21{0) Tratk)™

The first step is to estimate the standard VAR and then to use its residuals (u), to calculate
the variance-covariance matrix as well as the sums [1-Zd:{k)] and Zé42(k), for k ranging from 0 to
p {(being p the lag length used to estimate the VAR). With these values one solves the four
restrictions above for cy4{0), ¢12(0), €1{0) and ¢»(0). Since two of the restrictions are expressed in
a quadratic form, it is possible to have multiple solutions which have the same coefficients in
absolute terms, but different sign. The selection of the set of coefficients depends on their
economic interpretation.

The next step is to recover the ‘structural shocks (e) using the relation described by
equation (7). What | do is to premultiply the vector of standard errors (u) by the inverse of matrix
C(0) with the expected signs.

2 See Appendix 3 for the derivation of restrictions.
% When the restriction is C12(L}=0, Restriction 4 changes to 0= ¢12(0)[1-Zd2a{K)] + c2(0)Zd2{k).
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cHO) u=e (10)
With these residuals {e;} one should be able to obtain impulse response functions and variance
decomposition, but first we need to recover the coefficients C(L}, (we only know C(0)).

Remember that the bivariate moving average representation (BMA) can be expressed by
(3): x=C(L)e

or when including constant term, by:
x= p+C(L)e

where p is the vector of the unconditional means of x. The C(L) coefficients of the BMA
representation can be obtained from its respective VAR. Let the VAR representation be

X = F(L) x(-1) + 1 or including the intercept,
X =Fo+ Fyxeq+

Iterating backwards once and twice, this becomes:
Xx=Fo+Fy(Fo+Fixatw)+u
=Fo+ Fy (Fo+ Fi(Fo+ FiXa+ U) + Uq) +
=Fo +Fy Fo+ Fi'Fo+ F® xea+ Fil ta + Fy Uy + 4y
= (I4F+F3) Fo + F1® x5+ F1? Uy + Frugt g
which after n iterations becomes:

%= (I+...+F ) Fo + F™" Xpper + ZF" Upy

The stability condition requires that F," vanishes as n approaches infinity. Assuming this
convergence we have the expression:

Xe=p+ ZF" Uy (11

in terms of the structural errors (e), using the relation between residuals (u) and structural shocks
(e) given by equation (27), this expression becomes:



x=p+EF" A'e,

where F is the matrix of standard VAR coefficients and A is the matrix of contemporaneous
coefficient of the structural VAR,
C(L) coefficients are then obtained making use of the following equality
x= p+C(L)e = p + ZF" Ale,
thus,
C(L)e; = IF" A'ey, (12)



IV BEHAVIOUR OF MACROECONOMIC SHOCKS IN COLOMBIA

4.1 Introduction

In the first part of this work it was said that the broad aim of this paper was to find clues on
the importance of shocks in macroeconomic variables using the structural VAR methodology. Here
we present five models that could lead us to useful insights on the role of supply and demand
shocks in real and nominal variables. In specific we are interested in the effects of shocks to
production, monetary variables and nominal and real exchange rates.* The first model! is based on
a paper by Reinhart and Reinhart (henceforth R&R, 1991) which takes into account the short-run
relationship between the stock of money (M1), production (GDP), consumer price index (CPl) and
nominal exchange rates (TC). The short-run restrictions are imposed following the principles
inherent to a neokeynesian and a real business cycie model, and thus, enables the possibility of
evaluation as to which of them better describe the behaviour for the Colombian figures in a given
period. The second model follows very closely the work by Clarida and Gali (henceforth C&G,
1994). This model estimates a three-equation open macro model and identifies structural shocks to
supply, demand and money. The restrictions are imposed following Blanchard and Quah
(henceforth, B&Q, 1989) and adopt a Choleski decomposition in the long-run; supply shocks affect
GDP, real exchange rates (RER) and nominal M1 in the long run; demand shocks affect RER and
M1; and monetary shocks only affect M1. Finally, the last section estimates a group of three
bivariate models that impose long run restrictions foliowing the methodology imposed by B&Q
{1989). All these models aim to find the long-run effect of demand and supply shocks for a given
group of variables: the first model includes nominali and real exchange rates (TC and RER
correspondingly), the second one RER and CPI, and the third includes GDP and CPI.

4.2 A re-estimation of Reinhart & Reinhart's model

This model aims to show how the most important macroeconomic variables are related in
the Colombian economy and how is their response to different types of shocks. This section follows
the exercise by Reinhart and Reinhart (R&R, 1991) which estimates two altemative modeis: the
first one, called the Neokeynesian model, assumes M1 to be the most exogenous variable; the
second one, the Real Business Cycle (RBC) approach, assumes that GDP is only affected by real
variables and thus it is the most exogenous variable while M1 accommodates to nominai and real
shocks. The procedure follows the methodology by Blanchard (1989) where restrictions in the short

2 A very important uncial objective was to see the effect of il prices on the Colombian macroeconomic
behaviour. Unfortunately, there is little quarterly data for this topic and even yearly data for government
revenues from oil production lack of sense since they falt for those years when production and exports
actually increased dramatically. These data was kindly given by the DNP.
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run dynamics are used to implement a Bemanke decomposition. Appendix 4 presents a detailed
description of the original models whose initial variables and equations were nominal M1, GDP,
CPI, average wage (AW), interest rates (INT}, and nominal exchange rate (TC). Appendix 4 also
shows the steps followed in the present paper for these models estimations.

Prior to the presentation of the resuits it is important to underine differences between the
current estimation and that from R&R. First, the present paper uses quarterly data while R&R uses
yearly data. The use higher frequency should provide a better understanding of the short-run
dynamics. Second, the period of time covered differs as well: this paper covers 1977:1-1996:3
while R&R covers 1960-1987. Third, here we perform identification tests, granger causality tests
and block exogeneity tests which suggest that some variables in the original (R&R) models are
redundant for this data set {see Appendix 4 for the resulis of these tests). Thus, the system is
reduced to four variables and equations: M1, GDP, CPi, and TC. Fourth, in this paper we test for
cointegration (Johansen in CATS). Results presents in Appendix 4 suggest two cointegrating
vectors. In consequence, the VAR cannot be estimated in differences since. it would entail
misspecification and will not include the long run information that gives stability to the model.
Instead we estimate a VEC.? Nonetheless, we find no cointegrating equations among the variables
for the period 1977:3-1891:1, and the SVAR for Neokeynesian and RBC relationships {without the
equations for average wages and interest rates) is estimated for this sub-sample. Finally, we do an
estimation introducing real exchange rates (RER) instead of nominal exchange rates (TC). %

According to common wisdom, we expect a shock in M1 to increase aggregate demand
and supply in the short run since prices do not react immediately. Nevertheless the preasure on
supply should rise prices and bring demand to its long run level. A shock in M1 should also
depreciate the nominal exchange rate (TC) according to either the PPP (where TC= p-p*+,, p are
prices and p* are external prices), or the monetary model.

Second, a shock in GDP, say an increase in productivity, should increase GDP in the long
run, prices fall in consequence of the additional supply, and the nominal exchange rate appreciate
according to the PPP or the monetary model. The real exchange rate depreciates if the increase in
supply is for non-tradables, whose prices should fell in consequence.

Third, shocks in prices should eventually be accommeodated by M1 and create an inertia in
prices’ behaviour. This couid increase costs and shift of demand towards imported products
affecting negatively GDP. The increase in prices depreciates the nominal exchange rate and the
effect in real exchange rate is expected to be little significative in the long run since the change in
prices does not reflect productivity changes.

A nominal devaluation can lead to inflation that will eventually be accommodated by M1.
Demand shifts towards cheaper imported goods but an increase in exports make an empirical

2 None of the available papers on structural VAR (SVAR) have found cointegration, and therefore, there is
little said on Structural VEC. For this reascn this attempt will not be taken here.
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question the final effect on GDF Finally, shocks in real exchange rates, say a real depreciation
that reflects higher competitivity should give similar resufts to a shock in GBP.

4.2.1 Results from the VEC in Four Variables for the period 1977:1 - 1996:3

In this section we- show the resuits of two VEC in four variables because there are at least
two cointegrating relationships between them which are presented in Appendix 4. The first
estimation includes M1, GDP, CPI and TC, and the second M1, GDP, CP| and RER. These models
leave out two variables introduced in R&R's model (wages and interest rates), because these
variables fell to prove important for the model (see Appendix 4). It is important to note that the
impuise-response of a VEC differs from that of a SVAR. in a VEC, the residuals (i) are correlated
and therefore the shocks are somewhat connected.

The impulse responses for the model with TC are in Graph 7 and the variance
decomposition in Graph 8. First we will focus on the effects of one standard deviation of M1 on the
other variables of the model {(first column of graphs), M1 increases in response to the shock in
itself while production rises very little since the increase in demand is quickly matched by increase
in prices. The only unexpected result here comes from the appreciation of the nominal exchange
rate which, in principle, is not supported by any of the prevailing theories on exchange rate which
expect an increase in domestic currency to depreciate the nominal exchange rate other things left
equal. It is possible that the nominal exchange rate is reflecting that it was fixed for most of the
period under study and thus its response obeys to policy decisions taken at times when there was
an expansion in M1 as a way to reduce infiationary preassures. Graph 9 shows the impulse
response for a (VEC) estimated including the real exchange rate RER instead of the nominal
exchange rate (TC). In this case the increase in M1 is followed by an increase in production and
prices rise only one year after the shock, expressing price rigidities. Due to this price behaviour
RER appreciates only two years after the shock.

The second column shows the responses to one standard deviation in production. in Graph
7 we see the model with TC in which, according to the general hypotheses of the paper, GDP
responds more positively to supply shocks than to any other shock. Accordingly, prices contract
after this increase in supply. The nominal exchange rate, on the other hand, is not substantially
affected. Graph 9 shows the responses for the model with RER. As expected, RER depreciates
after an exogenous increase in production making domestic goods more competitive in the
international market.

The third column shows responses to a CPl shock: in this case the responses foliow an
expected path: M1 increases after the second quarter, CPI rises and do not decline in the medium
term.. This increase in domestic prices has a contractionary effect on production reflecting the-

2 This change was made for suggestion of Dr. Fabio Sanchez.
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costs’ increase, and/or the shift of demand towards imported goods. Thus there is a deterioration in
the current account and the productive sector that is offset by the depreciation.

Finally, the effect of a depreciation of the nominal exchange rate, (Graph 7), is of little
importance on the other variables, the main effect is on itself bui this fades away in the medium
term. Thus, the way in which movements of nominal exchange rate affect other macroeconomic
variables seems not to be through its direct effect but rather through its effect on other variables
not intreduced in this modet, for example real exchange rate. In fact, the effect of a depreciation of
the RER, Graph 9, which reflects a more competitive economy, shows a more sustained increase
in production, a reduction in inflation in the short-run, and shows an irmportant inertia in the RER
after its own shock.

Graphs 8 and 10 show the variance decomposition of the two VEC estimated. They show
which percentage of the variance of a variable is due to changes (shocks) in other variables. In
bath models the graphs show that the variance of most variables is highly explained by their awn
shocks. Notwithstanding, in the model with nominal exchange rate (TC) the CP! explains at least
20% of the variance of GDP, M1 and TC in the medium term. On the other hand, in the model with
real exchange rates (RER) M1 and RER explain between 20% and 40% of the variance of GDP in
the medium term while GDP and CP1 are responsible for around 30% of RER'’s variance.

Summarizing the findings of this section some interesting insights are: supply shocks are
important sources of economic dynamism in the Colombian economy, the opposite happens with
increases in consumers’ prices which are accommeodated in the medium term by money supply and
deteriorate production. Finally, real exchange rate is a more relevant variable than nominatl
exchange rate in terms of iis responses to shocks in other macroeconomic variabies. In other
words, within this model, real exchange rates are more closely related to different economic signals
than nominal exchange rates. An obvious explanation of this is the fixed regime (crawling peg) of
the nominal exchange rate until 1991:3.

4.2.2 Results for the SVAR in Four Variables for the Period 1977:1 - 1991:1

It was possible to estimate a SVAR for the sub-period 1877:1-1996:1 because there are no
cointegration relationships for the group of four variables (M1, GDP, CPI and TC) during this
period. Although in this case average wages and interest rates were not included as in the original
modeis by R&R the restrictions imposed still reflect the difference stressed by the original article: in
the neokeynesian model M1 is the most exogenous variable while in the RBC it is GDP. The
impuise-responses of a SVAR are called structural shocks. These structural shocks {e,) are
orthogonal and therefore only take into account the variable's responses to a single shock,
controiling for the effects of other shocks while keeping the co-movement existing among the
system’s variables. For instance, the response of GDP t0 a structural supply shock will not inciude
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its effect in aggregate demand and its consequent effects on GDP. These short-run restrictions are
imposed using the Bernanke procedure in RATS The model is run with variables in differences
and with 4 lags according to the AIC shown by Table 9

TABLE 9: CHOOSING THE LAG LENGTH

3LAGS 4LAGS 5LAGS

AIC 3393 -34.29 -34.18
SBC -31.62 -31.37 -30.65

Although the restrictions imposed in each model are dissimilar, the impulse-response
Graphs show only smali differences between them. Graphs 11 to 14 show the impulse responses
for the RBC model and Graphs 15 to 18 show those for the neckeynesian model. This similarity
may be suggesting that the contemporaneous restrictions imposed to the short-run matrix are not
significative with this data set. Additionally, the Graphs also resemble the findings by the previous
VEC estimation. This implies certain independence of the reduced form residuals (u).? As
expected, Graphs 12 and 16 show that a supply shock makes GDP rise in the long-run and that this
effect is slightly more strong in the RBC model (Graph 12) reflecting the weight this model puts on
real variabies. Other supply shock effects are the fall in prices due to the productivity gain for the
first three quarters in the RBC model and its little effect in the nominal exchange rate in the
medium term. Once again this reflects the fact that the nominal exchange rate was fixed in
Colombia until 1991:3.

Graphs 11 and 15 show the effects of demand structural shocks. In both cases supply rises
as response to the increase in demand although for-an unexpected long time. Money supply rises
but there is only mild increase in prices in the medium term suggesting again some price rigidities.
The effect in nominal exchange rates is an appreciation which resembles results from the VEC.

Graphs 13 and 17 show the effect of monetary shocks. These shocks severely reduce
production and have a higher inflationary effect than demand shocks. The nominal exchange rate
depreciates as expected by the monetary and PPP models.

Finally, Graphs 14 and 18 show the effect of a depreciation of the nominal exchange rate.
For both modeis, the neokeynesian and the RBC, for at least the first 6 quarters there is no effect
in any of the variables except itself. This result resembles once again results from the VEC and
point out to the fixed nature of the variable and the relevance of looking for a model with RER.
However, with our data set there are cointegrating relationships that make impossible the
estimation of a SVAR.

77 Note that reduced form residuals v (from the VEC) are linear combinations of structural residual e, (from
the SVAR) and that uc are correlated while e are not correlated.
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4.3 Model with GDP, RER and CPI: An Estimation Using Clarida and Gali's Work®™

The aim of the work by C&G (1994) is to identify sources of real exchange (RER)
fluctuations in a bilateral context. The model is based in four macroeconomic equations: an IS, an
LM, one for price setting, and one for the parity in interest rates. It also identifies three stochastic
shocks: one for demand, other for supply and a third for money. The variables included in the VAR
are: output (GDP), real exchange rate (RER) and consumer's price index (CPI). CPI is included
since Cumby and Huizinga (1990) show its importance in forecasting changes in bilateral RER®
Additionally, lagged CPI differentials can be correlated with nominal shocks (monetary). GDP is
introduced to capture the effect of real supply and demand shocks, that should have an influence in
the RER behaviour. The final element of the structural VAR is the RER, Summarising, the vector
x=[GDP, RER, CPIJ'. The order obeys to the assumed impact of the respective shocks under the
flexible price hypotheses: GDP is affected only by supply shocks in the long run, RER is affected
by both supply and demand shocks,™ and CPI is affected by supply and demand shocks as well
as by monetary shocks. * In conclusion the system is triangular in the long run. Under sluggish
price assumption, the model shows some differences in the short run but in the long run the RER
and CPI are expected to converge to the flexible price solution in a single period. The main
difference with sluggish price is that all three structural shocks affect all the variables in the short
run. Positive supply, demand and monetary shocks affect positively GDP in the short run. For RER
there is an overshooting with a monetary shock which did not have any effect in RER in the flexible
price model. On the other hand, supply shocks in sluggish price depreciates RER but less than with
fiexible price. Finally, demand shocks appreciate RER but less than in the flexible price model.
Thus, supply and demand shocks within the sluggish price model have an undershooting effect on
RER with respect to the flexible price modei.

The first step is to chose the lag length of the VAR. Table 10 shows the AIC and SBC for 4
fo 8 lags with centered seasonal dummies included in order to account for the seasonal
components of the quarterly series. The AIC and SBC clearly prefer the mode} with 4 lags.

* The introduction of this exercise follows a request by the interventor’ of this project Dr. Fabio Sanchez. |
wish to gratefully acknowledge Jorge Enrique Restrepo for his help in the pregramming of this model in
RATS. Restrepo (1997} has recently published an article which includes this exercise, and his results are on
the same line as the ones presented here. Both estimations make use of DNP quarterly GDP and in
consequence the period of time is the same. The main difference among these works are the treatment of the
series, while Restrepo filters.the series with a MA methodclogy, the present work introduces seasonally
centered dummies to account for the seasonal deterministic and stochastical components of the series.
Series other than GDP are different in these works (our series are for the end of quarter) and we use CPI
while Restrepo uses inflation.

In our case we find that CPi is important for the system since Granger-cause itself and GDP
* in specific, C&G's mode! predicts that the ‘flexible-price’ RER depreciates in response to a supply
disturbance and appreciates in response to a demand disturbance,
' CPI is expected to rise with positive monetary and demand shocks, while it declines after a supply shock,

2N



TABLE 10: CHOOSING THE LAG LENGTH

4LAGS SLAGS 6LAGS 7LAGS 8LAGS

AIC 2441 -24.30 -24.20 -24.27 -24.25
SBC -2293 -2253 -2213 -21.90 -21.57

Next we test for cointegration with the Johansen procedure (CATS), (see Appendix 5).
According to Pantula (see Harris, 1995), it is advisabie to estimate Johansen cointegration test in
models 2 to 4, in order to choose the type of deterministic components that it shouid include. in this
case, no cointegrating relationship was found. Results are reported in Table 11.

TABLE 11: CHOOSING THE RANK OF COINTEGRATION AND DETERMINISTIC COMPONENTS*®

4LAGS MODEL 2, CI-MEAN MODEL 3, DRIFT MODEL 4 CI-DRIFT

Ho: = Eigenval. A max Trace Eigenval. X max Trace Figenval. A max Trace
¢ 0.4476 40.95* 52.03* 0.3695 31.82% 39.64* 0.4183 37.39% 50.22*
1 0.0860 6.21 11.08 0.0685 4.89 7.81 01121 821 12.83

2 0.0682 4.88 4.88 0.0414 292 292 0.0648 4.62 4,62

* Accept the null that there are ‘r’ cointegrating relationships (10%)

Tesis of Granger-causality given in Table 12 show that GDP and RER Granger-cause
themselves and CPl Granger-cause itself and GDP. Table 13 gives the variance correlation matrix
of residuals indicating a relatively low correlation (as a rule of thumb we consider a correlation
bigger than 20% to be high).

TABLE 12 GRANGER CAUSALITY TESTS

DGDP DRER DBCPI

G.C.DGDP  4.85** 1.35 2.10*
G.C. DRER 0.4 4927 1.2
G.C. DCPIL 1.23 1.41 2.99%

**Reject the null that {y] does not Granger-cause {xi} at 5%, * 10%. VAR run in differences.

TABLE 13: COVARIANCE\CORRELATION MATRIX OF RESIDUALS

DGDP DRER DCPI
DGDFP 0.0017774001 -0.1021129533  -0.052913047
DRER -0.00003282660  0.00058144008  -0.1052731509
DCPI -0.00000743959  0.0000267709¢  0.00011122119

numbers on and above the diagonal indicate the correlation
Graphs 19 10 21 show the impuise response of the structural VAR. Graph 19 shows that

supply shocks have a significatively bigger effect on GDP than in the other variables and this effect
is positive and keeps production above its previous mean in the medium term. RER depreciates to
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a supply shock (reflecting the productivity gain) and thus CPI falls. Graph 20 shows the responses
to a demand shock: here GDP rises after this positive shock but only in the short-run since the
positive effect is reversed the second quarter after the shock and the long run effect is negligibie as
expected. RER appreciates after the demand shock due to the positive effect of demand in

increasing the prices of non-tradables which also increase the CPIl. With rational expectations, the

mode! predicts that & fraction of any shock to demand will be partially reversed in the following
period, thus, the expectation that the demand disturbance will be reversed sets up the expectation
of depreciation and the magnitude of present appreciation is dampened, but in the graph we do not
see this behaviour, Graph 21 depicts the effects of a positive monetary shock: there GDP
increases due to the effect in real balances but soon prices catch up deroding the initial rise in
GDP. RER depreciates but as prices increase the initial depreciation is slowly reversed as was
expected in the model.

4.4 Three Bivariated SVAR Using B&Q Decomposition.>

The first ene foliows the exercises by i.ee and Enders (1993) and by Apergis and Karfakis
(19986), which aims “to decompose real and nominal exchange rates in to the components induced
by real and nominal factors® as presented in Enders (1995, p.338). An application for Colombia
data was made by Carrasquilla, Galindo y Patron (1994). The two variables are real and nominal
exchange rates and the two structural shocks are demand and supply shocks. Supply shocks can
be regarded as changes in productivity in the labour force or due to exogenous changes in
technology: ane example relevant for the coffee sector, (the main export after oil) couid be the
introduction of more productive varieties of coffee during the first half of the 80's. Another source
of real shocks is the exogenous increase in the nations resources due to important oil findings after
the second half of the 80’s. The interpretation given by Carrasquilla et.at. corresponds to real and
nominal shocks where real shocks are interpreted as increases in national savings, one of the RER
fundamentals.

Foilowing the methodology by Bianchard and Quah this exercise decomposes matrix C
{eq. 5): the assumption made for obtaining the structural shock is that demand (or nominal) shocks
do not affect real exchange rate in the long run, only supply (or real) shocks do. This long run
restriction is shared by the works previously mentioned and is supported by several models such as
those of Dombush (19876). In terms of the BMA representation the restriction can be written as
C12(L)=0 in the expression (5) x=C(L)e; which in matricial form can be expressed as:

32 The analysis of residuals is not reported given they are irrelevant when there is no cointegration.
* The estimation of the-models in this section was made with Dra. Martha Misas using a program designed
by her in SAS,
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where ep and eg are the demand and supply shocks.

The second and third models have the same objective and the variables are RER and CPI
and GDP and CPI. The restrictions and assumptions foliow the same line as the first model.

These three bivariated models do not have cointegrating relationship among their
variables, ali of which are (1) according with the resuits reported earlier in this work. Using the
restrictions 1 to 4 obtained by imposing a B&Q decomposition explained in detail in the last section
and the coefficients obtained from the standard VAR and the variance-covariance matrix we obtain
the structural residuals and the MA coefficients.

The impulse-response shown in Graphs 22 to 24 show that in every case a the
accumulated effect of a real shack in the real variable (RER, or GDP) has the expected long run
effect, while the effect of a nominal shock is only in the short run and in most cases statistically
insignificant. This is not the case though, for nominal variables (TC and CPI),

A closer analysis to Graph 22 shows that a supply shock (of 1%) depreciates the real
exchange rate at about 0.07% in the long run reflecting this competitivity gain of the economy
Nominal exchange rate depreciates more, near 0.10%, after a supply shock. The lower graphs in
Graph 22 show the response to a demand shock. At first sight the effect on RER seems puzzling to
say the less, but the confidence bands show that statistically this response is non-significant. The
last graph shows how an unanticipated shock in demand that is accommodated leads to
depreciation of the exchange rate which is significant statistically and has a long run effect.

Graph 23 describes the response of RER and CPI to supply and demand shocks. First one
observes the long run depreciation of the RER after a supply shock, the magnitude is similar to the
response of the same variable in the last model, which is a reassuring coincidence. The
deflationary effect of a supply shock is present one quarter after ithe shock, due to some price
rigidity. The response of RER to a demand shock is an appreciation due to the pressure in the
prices of non-tradables. For the same reason the response to the same shock on the CPI is
inflationary.

Finally, Graph 24 shows the responses of GDP and CPI to unexpected supply and demand
shocks. First we see that the level of production rises in the long run after a positive supply shock
caused, for example, by an increase in productivity. The effect in prices is negligible statistically
talking. On the other hand, a demand shock has a significative inflationary effect while it leaves
production unchanged in the long run (the confidence bands indicate that the GDP changes are
statistically zero). It is interesting to note that the inflationary effect of a demand shock is of similar
magnitude in the last two models.
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SUMMARY

This paper had the broad objective of looking to the dynamic effects of macroeconomic
shocks in the behaviour of macroeconomic variables. The central hypothesis is that supply shocks
have a long run effect on real variables while demand and monetary shocks have only short-run
effect. Several models were estimated, each approached the impasition of restrictions in a different
way, nevertheless, their results are quite consistent. In terms of the central hypotheses for the
structural VARS it is possible to conclude that in every case the effects of a supply shock differ
importantly to- demand shocks. In paricular supply shocks affect real variables and more
importantly, this lasted for the medium to long run. Thus, GDP rises more and for a {onger period
after a supply shock according to results from the estimation of the Clarida & Gali model, as well as
the bivariated SVAR for the system GDP-CPIl. The same result appears from the Reinhart &
Reinhart SVAR which did not impoese long-run restrictions but short-run ones. Other consistent
consequences of a supply shock are the depreciation of the real exchange rate which reflects the
productivity gain implied by this kind of shocks and the deflationary impact on the consumers price
index, at least for the shori-run (See results from Clarida and Gali and the bivariate model
including RER-CPI).

Demand shocks, on the other hand, have a positive effect on production but it last
considerably shorter: 2 quarters in the estimations using Clarida and Gali and the bivariated SVAR
between GDP-CPI. Additionally, in this last estimation the coinfidence bands show that the effect
could be considered as null. Other common responses to demand shocks are: an appreciation of
the real exchange rate and the increase in the consumers price index.

It also follows from the estimations that for the Colombian economy the international
evidence on output-inflation trade-offs exist, i.e., inflation rates do not increase output in average,
nonetheless, they do in the short run according to rational expectations theory: Qutput will be high
only when the money supply is and has been higher than it had been expected to be that is, higher
than average’ (Lucas and Sargent ).
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Appendix 1: Testing for Unit Root at Zero Frequency and in Seasonal Frequencies

A.1.1 Unit root Test

Unit root test on the series is fundamental for this work given it provides us with information
on the memory of the series: if the series is non-stationary (i.e. it has a unit root 1p~(1)), any shock
on the permanently affects future observations and this implies long run memory Two problems of
non-stationary series are: spurious regression and that standard distribution of test statistics do not
hold. Besides, unit root analysis is a step previous to the cointegration analysis which provides
information on any ‘stable’ long run relationship among the variables to be included in our model.

Following the methodology proposed by Dickey and Fuller (1981}, we consider the three
following models (ADF tests):

. AY= o+ Bt +yYt Z0A Y, +e
Il AY=a + YYt-1+ 3BA Yy te
lil. AY= ‘YY;.1+ oA Y +e

beginning with the first, and testing for unit root (Ho:y=0).34 If this hypothesis is accepted, we test
for the presence of the trend (Ho: p=0 given y=0 with the statistic 'q;,);35 and for the joint hypothesis
Ho:y=p=0 (or ¢, statistic); when all but the last hypothesis are accepted the series is lp(1) with drift,
if, on the other hand, all hypotheses are accepted test for Ho: v=f=a=0 (¢» statistic).

When every hypothesis is accepted the second maodel is tested in the following way: first
one tests for unit root (Ho:y=0) and then for the presence of the drift, (Ho: =0 given y=0, with the
T Statistic), as well as for the joint Ho: y=a=0 (¢1). Rejection of the Ho: «=0 suggests that model |
should be implemented.?'6 When all the hypotheses are accepted the series most likely is Ig(1).

The third model is estimated and tested when the initial value of the series is zero since the
t-ratio in model i, 7, is dependent upon Yp=0 and the t-ratio t© varies with Y, (Dickey & Fuller
1981). As this value is unknown in our case, we shall never use this third model.

The number of lagged dependent variables (>A Y,;) are chosen as the smallest i such that
the errors are approximately white noise. For this we test for autocorrelation and serial correlation
with a Q test as well as with the Breush-Godfrey LM test {for 4 lags), for normality with the Jarque-
Bera statistic and for heteroscedasticity with White's test. We also test for a variety of i values and

3 Critical values for Ho:y=0 are from Fuller {(1876) and MacKinnon (1991). All cther critical values are given
gg Dickey and Fuller (1981).

However, the t-ratio 1. is not invariant to p=0,. Independence is obtained by including time squared in the
model, but this transformation does not apply to models with variables measured in logarithms which is our
case, as growth in GDP cannot increase indefinitely.
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see if the ADF results are robust; The Akaike Information Criteria {AIC) is also used. A final criteria
depends on the sample size, i=T**, which yields a lag i=3 for T=41 and i=4 for T=70).%

An additional test for unit root is that by Phillips and Perron (PP) which is less sensitive to
lag overspecification.

A.1.2 Tests for Seasonal Unit Roots in quarterly data

We test with three different types of tests for seasonal unit roots: the Haza-Fuller (HF), the
Oshorne-Chui-Smith-Birchenhall ({OCBS) and the Hylleberg, Engle, Granger and Yoo (HEGY). The
null hypothesis is Y~ I(1,1) which for quarterly data represents the need to apply the fitter (1-L)(1-
LY, (or AA4 ), to induce stationarity on Y;. The HF is an F-test on f1~,=0 in equation (13) and the
QCBS test looks at the t-ratios for 84 and B, in the same equation (13):

AALY = By 1t Pods ta + Zdi AAY i + & (13}
where Z4¢ = ¢(L) (1 -L4)Zt = $(L)AZ ana Zs; = ¢(b) (1-L)Z: = ¢(L)aZy; Z; are the residuals of the

regression of AA.Y: on seasonal dummies and the polynomial ¢ consists of the coefficient
estimates of:

AAY( = TOAASY e = G(L)AAY +ey (14)
The HEGY test looks for the significance of the parameters =; on the following model:
AJYERZy g + ToZp 11 Y323 12 ¥MgZs 11 + 2V AgYys + & {15)

where

74 = (A2 =S (L Y

71 = (1AL Y,

Zz 1 =-(1 LAY,

The significance of any x; implies as in the ADF- test, that there is no unit root in the

associated frequency: t-statistic on m, to test the null that there is a unit root at zero frequency, on

* This second model is inappropriate if a is non-zero, because the t-ratio on v varies with the size of o
{Bannerjee et al., 1983 p.p.170-71), Thus, when o is non-zero the first model is implemented since in that
case y is invariant to the size of the drift {«), but varies with p.

% Using the correct lag length is important since the power of the ADF test is severely reduced when
irrelevant lags are included. On the other hand, under specifying the lag length could lead to reject the null
hypothesis when it is true.
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7, to test for a unit root in the biannual frequency, and an F test on n; and m; to test for roots of
annual frequenc:y.38 Rejection of all these null hypotheses implies stationarity of the process. The
critical values are given by Hylleberg et af. (1990). Deterministic elements such as constant, trend
and seasonal dummies should be present in equation (13) when significant. Lagged values of the
dependent variable (A,Y}) are included in equation (13) in order to render the errors approximately
white noise. *° It should be noticed that the inclusion of the deterministic elements change the t
distribution: if the trend and drift are significant the t distribution for m, changes; if (the three)

dummy variables are included the t distrbution for w, 73, and n, changes.

® The polynomizl {(1-L%=(1-L){$+L){ 1-iL)(1+iL) for quarterly data has the unit roots of 1, -1, i, and -i which
correspond to: zero frequency, 2 cycles per year, and one cycle pre year. The root i is indistinguishable from
the roct -i, and are interpreted as the annual cycle (Hylleberg et al. 1990).

® The inclusion of lagged terms does not affect the distribution under the null as happens with the Dickey-
Fulter procedure. Nevertheless, the order of augmentation affects the power of the test: too many
parameters decreases the power of the tests, while too few may render the size far greater than the level of
significance. Engle ef al. (1993) allows ‘holes’ in the lag distribution to minimise this problem.
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Appendix 2: Tests for Structural Breaks

A 2.1 Perron

The methodology proposed by Perron (1989 and 1993) aims to test if the series really have a unit
root with possibly non-zero drift, or if they are trend-stationary processes with one time break in the
intercept and/or the slope.

The first step to Perron’s test is to ‘detrend’ the series using one of the following models:

Null Hypotheses:unit root with drift Alternative Hypotheses:trend stationary

(16) Y=oty +dD(TB)+y, (16) Y=o+ ft+(0n-0) DU+ yy,

(17) Yragtyit(oo-ay) DUy, (17) Y=o+ Bet+ (B2-B1)DTi*+Ay,

(18) Yi=ou1+yr.+dD(TB); + (ctp-0tq) DU+ y, (18) Yi=ou1#Pit+(B2-P1) DTt (orz-cty) DU
+y,

where: D(TB)=0 for t = time break (TB} and 1 for t=TB, i.e. puise dummy;
DU=0 for t < time break, and 1 otherwise, i.e. change of level dummy;
DT*=0 for t < time break, and t-TB otherwise; i.e slope dummy, and

DT=0 for t < time break, and t otherwise.

Under the null hypotheses, model (18) describes the crash model’, model (17) the
‘changing growth model’ and model (18) allows for both effects to take piace simulftaneously. The
detrended series are the residuals *y; which are used in an ADF type of unit root test:

Aye= YRyt Z8A Yyt for models (16) and (18); and
M= 2 W D(TB) + ¥t 26 AYy +e for model (17) according to the Emratum
to the first article (Perron, 1993).

When the residuals are identically and independently distributed (i.i.d.), the distribution of y
depends on the proportion of observations occurring previous to the break (A=TB/T, where TB is
the time break and T the total number of observations). The null hypothesis is y=1 (unit root) and
critical values are in Perron (1987 and 1993).

A.2.2 Smith and Otero
The test for quarterly data with breaks in their level and/or seasonal behaviour was made
by Smith and Otero (1996). These authors have developed the relevant procedure for a break

consistent of change of level (intercept), and/or seasonal behaviour. The transformation needed to
obtain the detrend series is:
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(19) yi= o+ Pt + Ei=14 3Dy + (oo )DUL + My for a change of level
(20) y= o + Pt + Tioy? 5Dy + Ty '0DyDU; + My for a change in level and

seasonal pattem.

Where D; represents the seasonal dummies and DU=0 for t < time break, and 1 otherwise.
These residuals constitute the detrended series to which the seasonal unit root test (HEGY, ART4
for case (19) and ARTS for case (20)) is applied using the critical values by Smith and Otero
(1996).
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Appendix 3: Restrictions from B&Q

Restrictions 1 and 2 follow from the fact that u,; is the one step ahead forecast error of the
first variable and uy, that of the second variable

Uqt= Ayt-Et_myt and (21)
U= AZrEHAZt (22)

which should be equivalent to the BMA one step ahead forecast errors

Ci1(0) ey +c2(0)ex  and (23)

Cz1 (0) ex+Cy2(0) ex (24)
Thus

U= €11(0) ey +c12(0) ex and (25)

Ux= Cz1 (0) ey+Cx2(0) ex (26)

Given the var(uy)= E(usu)=E(u,?), and that E(eitz)=1 and E(e; ey)=0, we have that:
var(uy)= c11(0)? +c2(0)°  and (RESTRICTION1)  (27)
var(uz)= c21(0)° +c(0)’ (RESTRICTION2)  (28)

Restriction 3 comes from the definition of covariance E{uy; ux), which using (25} and (26)
yields:

cov{(uy Uz)= C11{0) ¢21(0) + €12(0) C22(0) (RESTRICTION 3). (29)

The last restriction depends on the restriction imposed in the BMA representation, say it is
that C12(L)=0.4° This restriction needs to be rewritten for the VAR. Let the VAR representation be:

x=FL)yLx+u (30)
in order to express this in a BMA rewrite it as:
[-F(LLIx = u (31)

The corresponding BMA is then:

“O This restriction differs from that in Enders, which is C14{L)=0. The restriction here developed will be used
in model 1.
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x = [FFOLT w

if [I-F(LL}= G, G'= (1/{G)*ad} G.
Set x=[y,z]'. where

Y= (116D {(1-ZaL"™ ") uret oL uzn) (32)
Replacing (25) and (26) in (32)

V=GN {(1-ZhlLS") (€110) e +er0) )+ (EbralOL™ ) (021 (0) erbeo@ €2} (33)
The restriction set on y is that {ex} has no long run on vy, thus

(1-Zd (LY c12(0) ex+ EoilkL ) co(0)ex =0  (RESTRICTION4)  (34)

When the restriction is that {e4} has no long run on y; the restriction 4 is

(1-Zon(OL* ") c11(0) e+ Cop1(KIL ") c1(O) e = 0 (35)



Appendix 4: Reinhart and Reinhart Model

A.4.1 Initial Models

This section. shows the neokeynesian angd RBC models estimated by Reinhart and Reinhart
{1991). These models give the framework for the short-run relationships between the variables:
while the neckeynesian assigns M1 as the most exogenous variable, the RBC model gives this role
to GDP and thus assuming that M1 is endogenous and adjust to shocks in other variables while
GDP only reacts to real shocks.

A.4.1.1 Neo-Keynesian Model

The initial model has 6 equations: one for nominal money supply which is considered
exogenous (eq. I); another for a traditional demand for money (eq. V), a third one for the product
which is comparable to an IS (eq. ). Wages follow the refationship established by a Phillips curve
{eq. IV), prices are fixed via mark-up (eq. III)41 and the final equation is for the nominal exchange
rate {(eq. VI} Deterministic components and lagged values are omitted in the following
representation;

. AM1t= e

II. AGDP= ayAM; + 303 AP, + €%

. AP= agAW; + 7y

IV. AW;= appAGDP, + e,

V. AINT= asiAM; + as;AGDP; + as3 AP, + €

VI. ATC= agi:AM; + aAGDP; + ag; AP; + agsAINT; + &'

A.4.1.2 Real Business Cycle Model

The second model is based on the Real Business Cycle theory where one expects real
shocks to have positive effects in reai variables. The model contains the same variables but the
restrictions change. The only equation that remains unchanged is that for prices. The. main
differences among the models are in the equations for GDP and M1: while M1 is now considered
endogenous and disappears from the interest rates and exchange rates "equations, GDP is
considered to be affected only by its own (real) shocks.

. AM1= aAY, + a3 AP+ a5 AT, +eM1
il. AGDP= €5,
ll. AP= aAW, + €7

*! Some exercises. were made including money and production as determinants of prices in the short run.
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IV. AW= aAGDP; + as; APy +ewt
V. AINT= as,AGDP; + as; AP, + !y
VI. ATC= agAGDP, + g3 AP, + 8gsAINT, + €75

A.4.2 Model Estimation

The first step for the model estimation was to chosé the lag length of the VAR. Table 14
shows the AIC and SBC for 4 to 8 lags with centered seasonal dummies included in order to
account for the seasonal components of the quarterly series. Both indicators clearly prefer 4 lags.

TABLE 14: CHOOSING THE LAG LENGTH

- 4LAGS G5LAGS 6LAGS 7LAGS 8LAGS
AIC 2441 -24.30 -24.20 -24.27 -24.25
SBC -2293 -22.52 -22.13 -21.90 -21.57

The second step followed before estimating the modet with quarterly data,” was to perform
identification tests for the short run matrix and tests on granger causality and block exogeneity. The
identification tests show that the matrix of short run coefficients were not well defined.” We
introduced changes in the price equation making them, for example, depend on M1, and/or
production, nonetheless the results did not improve. Additionally, the Granger-causality tests and
block exogeneity (or causality) tests showed little relevance of some variables initially included.®

Results for Granger-causality are shown in Table 15. Average wages (AW) and interest
rates (INT), do not Granger-cause any other variable within the system, thus, test for block
exogeneity are done for these variables. These tests determine whether lags of one variable
Granger-cause any other variable in the system.45 Results for the block causality test for average
wage (AW) and interest rates (INT), cannot reject with 97% and 95% significance levels that these
variables do not help forecasting any of the variables in the system.*® Thus; the system is reduced
to four variables: M1, GDP, CPI, and TC. Once again a lag length test is performed in the new
VAR with its variables in levels. Results in Table 16 reveals that 5 lags is the indicated length.

2 R&R estimated the model with yearly data for the period 1960-1987. Qur estimation is with quarterly data
for 1977:1=1996:3.

 Test of overidentification y%(4)=27 75, with significance level=0.0000 for the Neckeynesian model. The
RBC model is just-identified.

4Sims (1980) suggests not using the t-tests of individual coefficients to evaluate the importance of a certain
variable since in a VAR variables are usuaily highly collinear.

“ The block causality test is based on a likelihood test of the type suggested by Sims (1980): (T-c){log|Z4-
log|Z.{}, where ¢ is the number of parameters estimated in each equation of the unrestricted (u) system, T the
number of abservations, and X the var-cov matrix of the restricted {r) and unrestricted (u) systems. This
stastistic follows a y” distribution.

% The test for DAW has a chi-squared (36)= 21.81, while the test for INT has a chi-squared (36) = 23.27.

A



TABLE 15: GRANGER CAUSALITY TESTS"

DM1 DGDP DCPI DAW  DINT DIC

G.C. DM1 5.20% 297 276 022 0.92 1.09
G.C.DGDP  251* 6.49*  2.22* 1.92 1.73 1.47

G.C. DCP1 1.75 1.68 348~ 062 1.60 0.60
G.C. DAW 0.86 0.56 1.53 1.62 0.16 4.00%*
G.C. DINT 0.64 1.05 0.60 0.55 1.00 274

G.C DTC 1.86 0.70 0.30 0.52 1.21 3.05**

**Reject the null that {y:} does not Granger-cause {x4 at 5%, * 10%. VAR run in differences.

TABLE 16: CHOOSING THE LAG LENGTH

4LAGS 5LAGS 6LAGS5 7LAGS 8LAGS

AIC  -31.00 -31.07 -30.84 -30.80 -36.53
SBC -28.53 -28.08 -27.33 -26.75 -25.94

The next step was to test for cointegration. This consideration was not present in the
original R&R work. It is important since introducing cointegrating relationships helps the model to
explain long-run equilibrium relationships among the variables. On the other hand, the existence of
this relations prevents doing a structural VAR, (SVAR) since there are technical problems beyond
the aim of this paper as to how to introduce the restrictions in such cases.

Cointegration tests in this multivariate model follow Johansen (RATS) (see Appendix 5).
According to Pantula (see Harris, 1995), it is advisable to estimate Johansen cointegration test in
models 2 to 4, in order to choose the type of deterministic components that it should include. Table
17 shows the results for cointegration as well as the analysis univariate and multivariate of the
residuals (before choosing the order of cointegration as suggested by Hansen and Juselius, 1995).
These tests are important since the choice of the cointegration rank should be made in a correctly
specified. model.® A multivariated and univariated analysis of the residuals show low comelation.
Results concemning normality are less satisfactory, but the models are less dependent on this
assumption. Graphs 7 to 13 report auto and cross-correlations as well as histograms, standardised
residuals, actual and fitted residuals. Following Pantulas method Model 4 (with drift in the
cointegrating vector), is the best one for the system with 5 lags. In this case, both the Auax and
trace suggest 2 cointegrating vectors (shown at the bottom of Table 17.

47 A variable {y} is said to Granger cause another variable {x} if {y:} contributes in the forecasting of {x}. The
test is a F-test under the null Ho: aiz=0, for i=1 to k, where K is the lag lenght, in the following expression: x&=
2ot a1kt .+ an{l) yut . +er

The test of normality is based on a multivariate version of the univariate Shenton-Bowman test. Auto- and
crosscorrelation is tested by Ljung-Box, and two LM type tests for first and fourth order autccorrelation.
{Critical value for normality is 5.99 (Misas and Oliveros, p.41. 1997)7).
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TABLE 17: CHOOSING THE RANK OF COINTEGRATION AND DETERMINISTIC COMPONENTS

5LAGS MODEL 2, CI-MEAN MODEL 3, DRIFT MODEL 4 CI-DRIFT

Ho:r= [Eigenval } max Trace Eigenval A max Trace Eigenval ), max Trace
ue ue ue

0 0.5122  4594* 94.35* 0.4933  43.51* 87.62* 04971  43.99* 100.20*

1 03783 3042  48.40* 0.3558  28.15* 4411* 0.3706  29.64* 56.21*

2 01893  13.43* 17.98* 01893  13.43* 15.96* 0.2271 16.45* 26.57

3 0.0687  4.55 4.55 0.0388 2353 2.53 0.1458  10.08 10.08

UNIVARIATE AND MULTIVARITE ANALYSIS OF RESIDUALS

Multiva LB(16)  LM({1) LM{4y NORM |Univari M1 GDP CPI TC

p-values  0.08 1.00 0.76 0.00 Normalit 0.054 4.883 10430 4111
M1 GDP CPl TC TREND

EIGEN- -6.208 1 6.097 -1.037 0.078

VECTOR 0.273 1 -0.652 -2.098 0.125

* Accept that there are 'r’ cointegrating relationships (10%).

According to the first cointegrating vector, a one percentile point increase in GDP rises M1,
TC and reduces CPI. This relationship is quite the expected one for all the variables but TC if the
increase in GDP is assumed as a supply shock. Generally speaking it is difficult to find economic
sense to a second eigenvector. A test on p about the significance of the trend is performed and in
fact, the t-values for the trend are significative. Finally, no test is performed on « (test for weak
exogeneity) since the t-values for every variable are significative at least for one of the
cointegrating vectors.*

Given that there are two cointegration relationships in the system, the VAR cannot be
estimated in differences since it would entail misspecification and will not include the long run
information that gives stability to the model. Thus, we consider more appropriate to estimate a
VEC with 5 lags. None of the available papers on structural VAR (SVAR) have found cointegration,
and therefore, there is little said on Structural VEC. For this reason this attempt will not be taken
here. Nonetheless, we found no cointegrating equations among the variables for the period 1977:3-
1991:1, and the SVAR for Neokeynesian and RBC relationships is estimated for this sub-sample.
The results for these estimations are in Section 4.1.

“ Quoting Harris (1895, p.100), ‘It is usually not valid to condition the VECM on x; unless the variable is
weakly exogenous in the full system'.
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Appendix 5: Testing for Cointegration following the Johansen Procedure (RATS)

The first issue testing-for cointegration using the Johansen procedure, is to select the

number of lags in the foliowing model:
Az =T 1Az 1+ af' z tp+dt+ g

Three criteria were taken into account: the AIC, SBC and ratio tests. The second issue is to
decide whether or not to include seasonal dummies. In previous section we proved that GDP and
M1 had one unit root at zero frequency and a seasonal root for the biannual frequency. In such
cases it is recommended to include centered seasonal dummies that pick up both the stochastic
and the deterministic components of the series.™ Some additional exercises were made with
seascnally filtered data (using multiplicative x-11), but results (not showed) were very similar.

The third set of decisions are on which type of the deterministic component to include.
The model above can be rewritten as:

(B
AZ =T Az ol P Zu e +a dt + 5
15

Johansen procedure considers five models:>"

. The first model does not consider constant or trend, (i.e. restricts u=0 and §=0), which is
rarely applicable to economic data because an intercept is generally needed to account for
the unit of measurements of the variables.

. The second model, considers only the intercept in the cointegration relationship (5=0, =0,
and p4 unrestricted).

. The third model allows for linear trend in the data and non-zero intercept in the
cointegration relations, (6=0, and p unrestricted).

. The fourth madel additionally considers that the cointegration space has a linear trend,
(which could account for example for exogenous growth. Restrictions are: 5,=0 and &, and
u are unrestricted). According to the authors this is the model one should estimate if the
data is trend stationary.

) The fifth model aliows for guadratic trends (unrestricted 8 and p), and as model 1 is
unlikely with economic time series.

% Centered seasonal dummies are constructed such that they sum to zero at each t, e.g. for quarterly data
Yi=1' Sdum'= 0, where Sdum, '=5; -1/4

' See Hansen and Juselius (1995) for a precise accounting of the Johansen procedure for cointegration test
in a multivariate modetl:
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Pantula developed a method to chose the cointegration rank and the deterministic
companents of the model. First, models 2 to 4 should be estimated and their results, in terms of the
Amax and trace statistics, organised from the most restrictive altemative (=0 in model 2) through to
the least restrictive alternative (=n-1 in model 4). The method consists of testing the hypotheses
from the left to the right (from model 2 to model 4) and beginning with the rejection of Ho: r=0 for
mode! 2 and then for model 3 and then four I[f still the null is rejected, go to Ho:r=1 for model 2 and
so forth, stopping when the null is not rejected, (e.g. r=1 for model 4). In some cases the two tests
give contradictory advise as to which cointegration rank to choose. There is evidence that trace is
more robust to inclusion of dummies, as in our case.

After choosing the cointegration rank and the model, we tested for multivariate (and
univariate) residuals to be gaussian, and test restrictions on o which are tests on weak exogeneity,
and/or tests on § which test whether the cointegration tests are unique and whether they tell us
anything about economic relationships underiying the long run model.** When the variables are no
cointegrated, there is no long run relationship of equilibrium between them. A VAR in first
differences (involving no long-run elements) is then suggested. When the variables are
cointegrated, a VEC (i.e., a VAR in differences, with the residuals of the cointegration relationship
lagged one period), is then suggested. The last stage corresponds to the impulse response and
variance decomposition analysis.

52 According to Harris (1995) the Johansen procedure only determines how many unique cointegration
vectors span the cointegration space, and since any linear combination of stationary vectors is also
stationary, the estimates of any particular column in B are not necessarily unique.
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GRAPH 12
R&R SVAR-RBC
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GRAPH 13
R&R SVAR-RBC
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GRAPH 14
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R&R SVAR-NEOKEYNESIAN
RESPONSE TO A DEMAND SHOCK
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R&R SVAR-NEOKEYNESIAN
RESPONSE TO A SUPPLY SHOCK

10
M1

11

12

13

14

15

16

17

18

8 20 2%

2 2

2 1 2 3 a4 5 & 8 8 10 1% 12 13 14 15 16 17 18 19 20 21 22 23
GDP
i
i
- .
0 1 2 31 4 5 & 8§ 9 110 11 12 13 14 15 16 17 118 13 20 21 22 23
CPl
'\{ - i
i
s ;
671 2 3 4 5 & 8 89 10 11 12 13 14 t5 16 17 18 18 20 21 22 23

ic



GRAPH 17
R&R SVAR-NEOKEYNESIAN
RESPONSE TO A MONETARY SHOCK
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GRAPH 20

C&G SVAR
RESPONSE TO A DEMAND SHOCK
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GRAPH 22
RER-CPI SVAR

RESPONSE OF RER TO A SUPPLY SHOCK
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RESPONSE OF RER TO A SUPPLY SHOCK

GRAPH 23
RER-TC SVAR
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GRAPH 24
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GRAPH 25

Histogram of Standardized Residuais.

Actual and Fitted for CLM1R
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GRAPH 26

Histogram of Standardized Rasiduals

eormel

Q015 -

15

3

[ I _
_-,ll[ m
— m i :
— ]
lm g R
s .
1 i

]
4

DLGCDP

[Py

Q40 -

035 -

03 -

01 -

100 -

475 -

053 -

025 -

1995

] 1 1 ' _ _
o =] o ) o 5 g 2 2
_ |
S . L
—m T T T T T !
I ) |
- g
, S
- - |
%_- g o
. '3
-t g
[ . 3
5 g 3
2 2
3! . :
m‘ 3 2|
ic | .mh
s}
c . g
.,._._ ] e
5. uw
h 7}
g » |
< : 8 _
“ i
| d =
_ I...,n..l..c...lllluhll...ff
L o vt - - .
] g g 8 8 g 2 _ |
o © o o < (-] Q . ! : !

1991

1989

1983 1985

1581

1993

1987



GRAPH 27
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Actual and Fitted for DLTC

GRAPH 28
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obs YGDPBNK YGDPCAR YGDPLOP
1925 40631000 NA NA
1926 44511000 NA NA
1927 48520000 NA NA
1928 52084000 NA NA
1929 53958000 NA NA
1930 53494000 NA NA
1931 52641000 NA NA
1932 56130000 NA NA
1933 59286000 NA NA
1934 63016000 NA NA
1935 64557000 NA NA
1936 67972000 NA NA
1937 69030000 NA NA
1938 73522000 NA NA
1939 78033000 NA NA
1940 79722000 NA NA
1941 81058000 NA NA
1942 81225000 NA NA
1943 81559000 NA NA
1944 87072000 NA NA
1945 91156000 NA NA
1946 99917000 NA NA
1947 1.04E4+08 NA NA
1948 1.07E+08 NA NA
1949 1.16E+08 NA NA
1950 1.17E+08 1.16E+08 1.17E+08
1951 1.21E+08 1.19E+08 1.21E+08
1952 1.29E+08 1.27E+08 1.28E+08
1953 1.36E+08 1.35E+08 1.35E+08
1954 1.46E+08 1.44E+08 1.45E+08
1955 1.52E+08 1.50E+08 1.50E+08
1956 1.58E+08 1.56E+08 1.58E+08
1957 1.61E+08 1.61E+08 1.63E+08
1958 1.65E+08 1.65E+08 1.66E+08
1959 1.85E+08 1.85E+08 1,78E+08
1960 1.85E+08 1.85E+08 1.85E+08
1961 1.94E+08 1.94E+08 1.94E+08
1962 2.05E+08 2.05E+08 2.05E+08
1963 2.11E+08 2.11E+08 2.11E+08
1964 2.24E+08 2.24E+08 2.24E+08
1965 2.32E+08 2.32E+08 2.33E+08
1966 2.45E+08 2.45E+08 2.46E+08
1967 2.55E+08 2.55E+08 2 55E+08
1968 2.71E+08 2.71E+08 2.71E+08
1969 2.88E+08 2.88E+08 2.88E+08
1970 3.07E+08 3.07E+08 3.07E+08
1971 3.26E+08 3.26E+08 3.26E+08
1972 3.51E+08 3.51E+08 3.51E+08




obs YGDPBNK YGDPCAR YGDPLOP
1973 3.74E+08 3.74E+08 3.74E+08
1974 3.96E+08 3.96E+08 3.96E+08
1975 4.05E+08 4.05E+08 4 05E+08
1976 4.24E+08 4.24E+08 4 24E+08
1977 4 42E+08 4.42E+08 4.42E+08
1978 4.79E+08 4.79E+08 4.79E+08
1979 5.05E+08 5.05E+08 5.06E+08
1880 5.26E+08 5.26E+08 5.26E+08
1981 5.38E+08 5.38E+08 5.38E+08
1982 5.43E+08 5.43E+08 5.43E+08
1983 5.51E+08 5.51E+08 5.51E+08
1984 5.70E+08 5.70E+08 5.70E+08
1985 5.88E+08 5.88E+08 5.88E+08
1986 6.22E+08 6.22E+08 6.22E+08
1987 6.55E+08 6.55E+08 6.55E+08
1988 6.82E+08 6.82E+08 6.82E+08
1989 7.04E+08 7.04E+08 7.05E+08
1990 7.33E+08 7.33E+08 7.35E+08
1991 7.50E+08 7.50E+08 7.50E+08
1992 7.79E+08 7.79E+08 7.80E+08
1983 8.22E+08 8.22E+08 8.22E+08
1994 8.69E+08 8.69E+08 NA




M1R

obs QGDP QOLDGDP M1 INT
1970:1 NA NA 18746 00 2.03E+10 12.60000
1970:2 NA NA 19569 00 2.11E+10 12.50000
19703 NA NA 19987 00 2.11E+10 14.70000
1970:4 NA NA 21627 00 2.24E+10 13.30000
19711 NA NA 21477 00 2.23E+10 14.60000
1971:2 NA NA 22028 00 2.28E+10 19.30000
1971:3 NA NA 22577 00 2.32E+10 14.60000
19714 NA NA 23993 00 2.51E+10 17.20000
19721 NA NA 24623 00 2.57E+10 11.20000
19722 NA NA 25488 00 2.69E+10 11.20000
1972:3 NA NA 26685 00 2.82E+10 22.10000
1972:4 NA NA 29842 00 3.19E+10 17.70000
1873:1 NA NA 30446 00 3.28E+10 15.00000
1973:2 NA NA 32662 00 3.46E+10 21.20000
19733 NA NA 33852 Q0 3.62E+10 25.30000
1873.4 NA NA 38572 00 4.16E+10 19.60000
1974:1 NA NA 39411 00 4.49E+10 22.50000
1974:2 NA NA 40015 00 4 42E+10. 28.40000.
1974:3 NA NA 40752 00 4 52E+10 33.60000
1974:4 NA NA 46113 00 4. 91E+10 37.20000
1975:1 NA 95708.00 47223 00 4.72E+10 22.90000
1975:2 NA 99074.00 48290 00 4.83E+10 20.40000
1975:3 NA 102604.0 51445 00 5.14E+10 28.40000
19754 NA 107720.0 58915.00 5.89E+10 23.30000
1976:1 NA 100417.0 60821 00 B18F+10 29 40000
1976:2 NA 103446.0 62745.00. 6.27E+10 23.20000.
1976:3 NA 106391.0 65278.00 8.53E+10. 23.10000
1976:4 NA 114009.0 79383.00 7.94E+10 20.80000
19771 112040.6 104713.0 80996 00 8.10E+10 15.70000
19772 103483.0 105214.0 90446.00 9.04E+10 20.80000
19773 112038.9 111710.0 90661.00 9.07E+10 29.00000
19774 1143437 120270.0 103504.0 1.04E+11 26.20000
1978:1 117809.9 108968.0 104761.0 1.03E+11 25.40000
1978:2 114289.9. 116078.0 113543.0. 1.12E+11 26.20000
1978:3 122551.0. 122032.0 119617.0 1.18E+11 21.90000
1978:4 123939.4 132238.0 134880.0 1.33E+11 29.90000
1979:1 125851.9 120471.0 128879.0 1.28E+11 35.70000
1979:2 120556.8 122876.0 141949.0 1.40E+11 34.60000
1979:3 127784.4 125213.0 148162.0 1.46E+11 33.30000
1979:4 130926.1 136559.0 167637.0 1.66E+11 42 50000
1980:1 131887.3 126408.0 167900.0 1.68E+11 32 10000
1980:2 127036.0. 128476.0 175600.0. 1.77E+11 33.93000
1980:3 131942 .8 130797.0 173600.0 1.74E+11 34.86000
1980:4 134894 4 140084.0 216500.0 2.12E+11 36.81000
1981:1 136497.7 130416.0 207000.0 2.07E+11 35.53000
1981:2 129198.0 130493.0 222600.0 2.20E+11 36.66000
1981:3 134920.0 135294.0 218000.0 2.13E+11 38.25000
19081:4 137120.0 141534.0 259200.0 2.56E+11 38.62000




obs QGDP QOLDGDP M1R M1 INT
1982:1 137859.5 131686.0 255900.0 2.54E+11 38:45000
1982:2 131798.4 133986.0 275600.0 2.73E+11 38.84000
1982:3 136469.0 135675.0 273200.0 2.69E+11 37.06000
1982:4 136708.8 141470.0 321500.0 3.21E+11 36.16000
1983:1 137491.5 130224.0 296500.0 2.92E+11 34.43000
1983:2 133504.2 133426.0 317500.0 3.15E+11 32.95000.
19883.3 1379201 139384.0 327100.0 3.25E+11 33.05000
1983:4 142464.6 148348.0 405100.0 3.97E+11 33.65000
1984:1 142539.6 136476.0 364900.0 3.56E+11 34.52000
1984:2 136548.1 138407.0 386600.0 3.79E+11 34.49000
1984:3. 143251.4 144025.0 398000.0 3.90E+11 34 47000
1984:4 147515.9 150947.0 499700.0. 4.92E+11 34.53000
1985:1 148324.8 138463.0 448900.0 4.29E+11 34.63000
1985:2 142002.1 1447420 472900.0. 4.59E+11 34.93000
1985:3 146943.1 146816.0 486900.0 4.73E+11 35.54000
19854 1560290.5 157238.0 640400.0 5.45E+11 35.64000
1986:1 155434.8 146063.0. 599800.0 5.84E+11 30.13000
1986:2 151898.6 157548.0 652100.0 6.31E+11 30.50000
1886:3 157082.2 155738.0 645700.0 6.25E+11 30.92000
1986:4 157364.1 162430.0 784500.0 7.61E+11 32.07000.
1987:1 163889.4 155067.0 758200.0 7.34E+11 30.18000
1987:2 158762.0 163343.0 829900.0 8.28E+11 30.66000
1987:3 165293.1 162701.0 840700.0 8.32E+11 30.70000.
1987:4 167218.3 174056.0 1044600. 1.02E+12 33.92000
1988:1 170825.2 163252.0 979800.0. 9.55E+11 34.64000.
1888:2 165178.3 171192.0 1063400. 1.04E+12 36.38000.
1988:3 171021.6 168391.0 1049500. 1.02E+12 3214000
1988:4 174765.1 171957.0 1314500. 1.28E+12 31.85000.
1989:1 173549.0 160038.0 1232200. 1.20E+12 32.69000
1989:2 171735.2 178721.0 1353300. 1.32E+12 33.20000
1989:3 178567.6 177341.0 1322300. 1.29E+12 32.70000
1989:4 181217.5 188972.0 1694700. 1.65E+12 33.91000
1880:1 184034 .1 172960.0 1578600. 1.54E+12 34.06000
1890:2 177780.6 186422.0 1705100. 1.66E+12 35.04000
1990:3 183659.6 182086.0 1710700. 1.67E+12 36.37000
1990:4 189785.2 193791.0 2122500. 2.12E+12 37.52000.
1991:1 183397.3 171881.0 1959800. 1.95E+12 36.13000
1991:2 184615.2 1915420 2140800. 2.14E+12 36.23000
1991:3 184641.8 184367.0 2219600. 2.21E+12 38.62000
1991:4 197321.6 202185.0 2795400. 2.79E+12 36.39000
1992:1 194089.5 184798.0 2621000. 2.62E+12 29.97000
1992:2 187711.1 196223.0 3084400. 3.20E+12 22.11000
1992:3 196291.2 1942470 3008100. 3.08E+12 27.26000
1992:4 202220.3 2034440 3941800. 4 02E+12 26.98000
1993:1 204203.3 199144.0 3512700. 3.61E+12 26.09000
1993:2 196379.6 201294.0 4022700. 4.11E+12 26.02000
1993:3 208253.3 203324.0 4108400. 4.07E+12 24.26000
1893:4 213499.2 218081.0 5124800. 5.14E+12 26.37000
1994:1 210637.4 200925.0 4827400. 4.84E+12 25.31000




obs QGDP QOLDGDP M1R M1 INT
1994:2 206740.7 222000.0 5246100. 5.13E+12 28.30000
1994:3 222440.5 2194240 5342400. 5.27E+12 30.94000
1994:4 228094.9 226702.0 6419000. 6.54E+12 37.87000
1995:1 226966.0 215702.0 5760600. 5.73E+12 34.63000
1995:2 216794.0 232440.0 6179600. 6.31E+12 33.75000
1995:3 229670.0 226936.0 6033200. 6.49E+12 29.78000
1995:4 240193.0 239805.0 7682600. 8.06E+12 32.40000
1996:1 236560.0 224192.0 6846800. 7.24E+12 32.90000
1996:2 221458.0 NA 7107300. 7.60E+12 31.36000
1996:3 235251.0 NA 7.49E+12 28.12000

6920300.




obs f CPI2 TC RER UN
1970:1 NA 5.185243 18.14000 87.86000 NA
1970:2 NA 5.305367 18.42000 85.03000 NA
1970:3 NA 5.366922 18.76000 87.27000 NA
1970:4 NA 5.453251 19.08000 88.60000 NA
1971:1 13.60000 5640932 19.49000 87.98000 NA
1971:2 13.60000 5.836143 18.87000 87.45000 NA
1971:3 13.60000 6.017822 20.38000 88.52000 NA
1971:4 13.60000 6.195753 20.81000 88.53000 NA
1972:1 13.60000 6.382672 21.42000 87.96000 NA
1972:2 13.60000 6.601894 21.80000 86.81000 NA
1972:3 13.60000 6.800089 22.33000 85.68000 NA
1972:4 13.60000 7.066605 22.79000 84.21000 NA
1973:1 13.60000 7.371393 23.20000 87.54000 NA
1973:2 13.60000 7.990057 23.52000 83.30000 NA
1973:3 13.60000 8.325656 24.07000 85.11000 NA
1973:4 13.60000 8.615420 24.79000 84.95000 NA
1974:1 26.20000 9.227355 25.47000 84.84000 NA
1974:2 26.20000 9.843861 25.61000 84.54000 NA
1974:3 26.20000 10.16115 26.57000 85.95000 NA
1974:4 26.20000 10.82639 28.63000 83.62000 NA
1975:1 25.60000 11.50588 29.86000 87.29000 NA
19752 2560000 12.21429 31.00000 89.00000 NA
1975:3 25.60000 12.52026 32.02000 87.04000 NA
1975:4 25.60000 12.84939 32.96000 86.92000 NA
1976:1 25.60000 13.53902 33.95000 85.87000 11.40000
1976:2 25.60000 14.31106 34.70000 83.61000 10.00000
1976:3 25.60000 156.21736 35.29000 82.60000 10.50000
1976:4 25.60000 16.00305 36.32000 79.97000 9.200000
1977:1 25.60000 17.21255 36.59000 78.09000 10.20000
1977:2 25.60000 19.69043 36.50000 72.12000 8.800000
1977:3 25.60000 20.54642 37.14000 73.99000 9.400000
1977:4 25.60000 20.68910 37.96000 75.22000 7.900000.
1978:1 24.40000 21.49220 38.42000 74.80000 9.900000
1978:2 24.40000 22.91155 38.87000 74.18000 9.000000
1978:3 24.40000 23.55810 39.75000 75.47000 8.200000
1978:4 24.40000 24.46208 41.00000 75.02000 8.400000
1979:1 25.60000 26.25756 42.02000 72.90000 9.500000
1979:2 25.60000 28.18088 42 71000 71.04000 8.400000
1979:3 25.60000 29.61944 43.00000 70.41000 9.000000
1979:4 25.60000 31.31649 44.00000 70.64000 8.500000
1980:1 25.60000 33.12337 4562000 72.34000 10.80000
1980:2 33.40000 35.94600 47.32000 73.15000 10.10000
1980:3 35.50000 37.41843 48.92000 74.38000 9.400000
1980:4 36.60000 39.51764 50.92000 73.08000 9.470000
1981:1 35.60000 42.22383 52.49000 73.18000 9.100000
1981:2 36.50000 45.63444 54.18000 70.38000 8.400000
19813 38.70000 48.24401 56.39000 70.58000 8.000000
1981:4 39.00000 50.03603 59.07000 70.66000 7.000000




obs f CPI2 TC RER UN
1982:1 39.00000 52.87682 61.40000 67.97000 8.730000
1982:2 38.40000 56.84899 63.84000 65.51000 9.040000
1982:3 37.20000 59.74759 66.42000 64.15000 9.660000
1982:4 36.60000 62.39845 70.29000 65.56000 9.130000
1983:1 34.80000 64.64219 74.19000 63.81000 11.06000
1983:2 33.40000 69.18664 78.51000 62.02000 12.41000
1983:3 33.00000 70.80523 83.40000 64.88000 11.58000
1983:4 33.50000 7297712 88.77000 67.30000 12.47000
1984:1 34.60000 7560320 94.47000 £9.61000 13.84000
19842 34.60000 79.51343 100.4000 69.24000 13.61000
1984:3 35.20000 82.21880 107.0100 70.69000 13.41000
1984:4 34.90000 85.12896 113.8900 71.90000 13.34000
1985:1 34.90000 91.57774 126.2700 71.69000 14.32000
1985:2 34.80000 100.5527 142.9000 77.55000 14.32000
1985:3 35.60000 102.6874 157.9000 83.81000 14.06000
1985:4 35.70000 105.1822 172.2000 92.38000 12.91000
1986:1 34.20000 112.9027 181.5300 81.27000 14.25000
1986:2 30.50000 118.0186 193.7600 94.50000 15.04000
1986:3 34.30000 118.7949 205.5600 97.68000 13.34000
1986:4 31.80000 125.7573 219.0000 100.0000 12.49000
1987:1 30.60000 135.9322 231.0800 §5.60000 13.47000
1987:2 30.60000 144.4975 243.3200 86.70000 12.21000
1987:3 30.50000 149.2567 254.3900 98.74000 11.23000
1987:4 32.90000 166.6122 263.7000 99.70000 10.10000
1988:1 34.30000 170.4776 280.0900 96.56000 12.66000
1988:2 36.40000 186.4711 299.2800 97.83000 11.70000
1988:3 33.80000 193.4839 317.9600 96.08000 10.11000
1988:4 31.90000 200.6264 335.8600 97.68000 10.40000
1989:1 32.50000 216.7577 357.7200 95.73000 11.00000
1989:2 33.50000 232.0413 381.7900 96.86000 10.10000
1989:3 33.10000 242.4984 405.8400 101.8300 8.840000
1989:4 34.00000 253.9917 433.9200 105.0200 9.120000
1990:1 33.80000 2756218 468.9600 107.6900 9.700000
1990:2 35.00000 297.9677 502.3900 109.7200 10.70000
1990:3 36.40000 313.6194 534.9000 113.4700 10.00000
1990:4 38.00333 333.5930 568.7300 116.9300 10.60000
1991:1 35.75167 362.7353 598.4600 110.8600 10.50000
1991:2 37.04600 391.0051 628.8200 106.9900 10.40000
1991:3 38.35850 410.6174 667.1800 108.1900 9.700000
1991:4 37.67833 4272711 706.8600 106.2500 9.300000
1992:1 29.94333 461.7102 641.5900 100.2800 10.53000
1992:2 24.58000 498.6852 697.5700 101.8500 10.91000
1992:3 24.84333 524.1941 702.8100 104.1900 9.010000
1992:4 27.31000 537.1599 811.7700 103.8500 9.580000
1993:1 26.45333 575.1370 766.4100 102.6700 9.300000
1993:2 26.53667 609.4602 787.1200 103.6800 9.000000
1993:3 24.71667 634.2397 810.8400 105.0600 7.600000
1993:4 25.62333 ©656.5583 817.3300 101.5800 7.600000
1994:1 25.47333 707.3512 819.5100 97.56000 10.00000




obs I CPi2 TC RER UN
1994:2 26.59000 753.4677 819.6400 95.21000 9.500000
1984:3 30.22667 776.6725 842.0000 95.63000 7.400000
1994:4 35.37333 803.4971 831.2700 93.28000 7.600000
1995:1 33.91333 856.4880 880.2300 94.92000 7.900000
1995:2 34.83000 914.5927 881.2300 93.87000 8.800000
1995:3 29.79667 940.7827 966.7800 101.5200 8.400000
1995:4 30.81333 964.5009 987.6500 99.47000 9.300000
1996:1 33.08667 1031.404 1046.000 99.82000 10.00000
1996:2 32.62667 1095.626 1069.110 97.70000 11.20000
1996:3 30.45000 1138.893 1025.060 94.51000 12.00000




obs OILREV
1870:1 NA
1970:2 NA
1970:3 NA
1970:4 NA
1971:1 NA
1871:2 NA
1971:3 NA
1971:4 NA
1972:1 NA
1972:2 NA
1972:3 NA
1972:4 NA
1973:1 NA
1973:2 NA
1973:3 NA
1973:4 NA
1974:1 NA
1974:2 NA
1974:3 NA
1974:4 NA
1975:1 NA
1975:2 NA
1975:3 NA
1975:4 NA
1976:1 NA
1976:2 NA
1976:3 NA
1876:4 NA
1977:1 NA
1977:2 NA
1977:3 NA
1977:4 NA
1978:1 NA
19782 NA
1978:3 NA
1978:4 NA
1979:1 NA
1979:2 NA
1979.3 NA
1979:4 NA
1980:1 NA
1980:2 NA
1980:3 NA
1980:4 NA
1981:1 NA
1981:2 NA
1981:3 NA
1981:4 NA




obs OILREV
1982:1 NA
1982:2 NA
1982:3 NA
19824 NA
1983:1 NA
1983:2 NA
1983:3 NA
1983:4 NA
1984:1 NA
1984:2 NA
1984:3 NA
1984:4 NA
1985:1 NA
19852 NA
1985:3 NA
1985:4 NA
1986:1 0.000000
1986:2 0.000000
1986:3 0.000000
1986:4 0.000000
1987:1 6.649000
1987:2 4.067000
19873 14.75000
1987:4 18.00100
1988:1 27.81300
1988:2 97.83000
1988:3 20.23200
1988:4 6.091000
1989:1 18.55100
1989:2 20.16900
1989:3 20.38900
19894 17.40400
1990:1 15.189400
1990:2 10.87700
1990:3 18.41000
1990:4 27.18500
1991:1 30.03900
1991:2 8.157000
1991:3 9.878000
1991:4 17.47000
1992:1 4507292
1992:2 45.13408
1992:3 4513408
1992:4 45.13408
1993:1 0.021817
1993:2 0.312310
1993:3 0.225517
1993:4 0.242175
1994:1 0.023668




obs QOILREV

1994:2 0.284247
1994:3 0.373492
1994:4 0.875712
1995:1 0.721809
19952 0.909176
1995:3 0.567622.
1995:4 0.997254
1996:1 0.611859
1996:2 0.484825

0.094791

1996:3




